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14 PART [II NAS A RCHITECTURE DESCRIPTION OVERVIEW

Sections 15 through 32 discuss the NAS fune- Costs
tional areas. Figure 14-1 illustrates the sequenee Watch Items.

of these functional areas by section number. Ea?—*ibure 14-2 depicts the evolutionary steps of each

;gﬁg?grg;\_’ers the following topics for each funCr'najor functional area by calendar year and shows

the relationship of the steps to overall phases of

e Overview NAS modernizationNo effort was made to syn-

e Evolution chronize the dates of the steps across the domains.
e Summary of Capabilities The steps occur when appropriate for each do-
* Human Factors main, given the program and implementation

» Transition schedules involved.

NAS Information Services
Avionics

16/ Communications
15| surveillance
Navigation, Landing,

and Lighting Systems

FAA Regulatory Mission
Mission Support
Environment and Energy

Facilities and Associated Systems

27| Airports
26 | Infrastructure Management
Aviation Weather

Flight Services
Tower and Airport Surface
Terminal

Oceanic and Offshore

20 | EnRoute

Traffic Flow Management

Figure 14-1. Roadmap of Functional Areas

(0@l 97/98|99|00|01|02(03| 04|05/ 06| 07/08|09(10 4
NAS Modernization Phases Phase 1 Phase2 Phase 3
Navigation Stepl | Step2 | Step 3 | Step 4
Surveillance Step 1 | Step 2 Step 3 L Step 4 | Step 5
Mobile Communications Stepl | Step 2 [ Step 3 [ Step 4
Interfacility Communications Step1 | Step 2 [ Step 3
Intrafacility Communications Step 1 [ Step 2 | Step 3
Avionics Step 1 | Step 2 J Step 3 Step 4
Collaboration & Info. Sharing Step 1 [ Step 2 [ Step 3 | Step 4
Traffic Flow Management Step 1 | Step 2 |: Step 3 | Step 4
En Route Step 1 | Step 2 | Step 3 ‘ Step 4
Oceanic Step 1 | Step 2 Step 3 \ Step 4
Offshore Sepl | Step2 [ steps | Step4
Terminal Step 1 | Step 2 | Step 3 H Step 4
Tower/Airport Surface Step 1 Step 2 | Step 3 Step 4
Flight Service Station Stepl | Step 2 | Step3
Aviation Weather Stepl | Step 2 | Step 3 Step 4
NAS Infrastructure Mgmt Step 1] Step 2 | Step 3 | Step 4

Figure 14-2. Functional Area Architectural Steps
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15 NAVIGATION , LANDING, AND LIGHTING SYSTEMS

The FAA, the Department of Defense (DOD), angacity and to meet FAA forecasts for increased
nonfederal agencies operate more than 4,30@ffic, severely congested airports may require
ground-based electronic navigational aides (Nadditional airport development (in terms of both

vaidd) that broadcast navigation signals within @&learance categories and pavement). Aviation sys-
limited area. This network of Navaids enabletem users and airports at low-capacity locations
users with suitable avionics to navigate en routgho want to take advantage of new opportunities
and safely fly nonprecision (course guidanceiay incur additional airport development costs.

only) and precision approaches (course and g“%D plans to replace the current GPS satellite

path guidance) in most meteorological ConOIIt'on%onstellation beginning in 2005. The new satel-

The FAA also provides a variety of approactites will feature an additional frequency (i.e., a
lighting systems that enhance pilot transition frorgecond frequency) to improve performance for
instrument reference to visual reference for lanaivil use.

ing. Operational requirements, including the spe- i . . .
cifgi]c aSproach to bg flown. dictate the ?ypes ;)néfter sufficient time to allow for installation of
configuration of the approach lighting system fo§atelllte-based avionics and sufficient experience

- L ith WAAS and LAAS operations, a phase-down
a particular runway. Approach lighting systemé’é‘; ground-based navigation systems will begin.

enable Category (CAT) | precision instrument ap= . S

proaches to be flown to one-quarter-mile Iowgp]e phasejdown is expected to begln_ in 2005.

visibility minimums. he exact timetable and extent of Navaid decom-
missioning will depend on the performance of the

The navigation and landing system will evolvesatellite-based systems, international agreements
from ground-based Navaids to a satellite-baseghd user acceptance.

system that will consist of the Global Positionin ) ) )
System (GPS) augmented by the Wide Area Au%_ongress has directed a sl_owdown in WAAS until
mentation System (WAAS) and the Local Are echnical a_n_d programmatic uncertainties are re-
Augmentation System (LAAS). The satellite-Solved. Initial operating capability (I0C) for

based system will meet the demand for addition¥YAAS is expected to begin in 2000. I10C is ex-

navigation and landing capabilities and improv@€cted to provide en route navigation and non-
safety while avoiding the cost of replacing, exPrecision and precision approach capability with

panding, and maintaining many of today'sOme operational restrictions. Incremental im-
ground-based Navaids. provements after IOC will enable pilots to use

) o ] GPS/WAAS avionics for all phases of flight dur-
The satellite-based navigation system will P'Oihg instrument meteorological conditions.
vide the basis for NAS-wide direct routing, pro-

vide guidance signals for precision approaches idere may be a need for a limited number of addi-
most runway ends in the NAS, and reduce the viional instrument landing systems (ILSs) to sup-
riety of navigation avionics required aboard airPOrt new runways at capacity-constrained air-
craft. Operational efficiency and safety will bePorts. These ILSs would be installed on an as-
improved by adding more than 4,200 precisioR€eded basis during the transition. Because GPS/
approaches (and an additional 4,200 nonprecisi¥MAAS is expected to provide service equivalent
approaches) at many airports lacking such cap& a CAT | ILS, emphasis would be in supporting
bilities today (see Section 28, Airports). CAT Il and 1112 requirements.

In order to take advantage of the opportunity thBuring phase-down, the reduced network of
new capabilities offer to significantly increase caground-based facilities (very high frequency

|_
<
o

1. A Navaid is any visual or electronic device, airborne or on the surface, that provides point-to-point guidance information or
position data to aircraft in flight, page 299, 1995 Airman’s Information Manual/Federal Aviation Regulations (AIM/FAR).

2. Lowest authorized ILS minima are: CAT |, 200-foot decision height and 1,800 to 2,400-foot runway visual range (RVR);
CAT Il, 100-foot decision height and 1,200-foot RVR; CAT llla, no decision height and 700-foot RVR; CAT llIb, no decision
height and 300-foot RVR (Reference: FAA Order 8400.10 U.S. Standard for Terminal Instrument Procedures).
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(VHF) omnidirectional range/distance measurin,
equipment (VOR/DME), nondirectional beacon: ops d
(NDBs), tactical air navigation (TACAN), or > ==
ILSs)) will enable users who are not equippe| /
with satellite-based avionics to continue to fly ir Ground Based Navigation Systems
the NAS. In some areas, these aircraft will need | Navigation Landing
. . . . TACAN TACAN
follow more circuitous routes than aircraft with VOR/DME VOR/DME
satellite-based avionics. In the event of an une; N8 s
pected localized loss of satellite-based service MLS

aircraft equipped exclusively with satellite-baseggre 15-1. Current Navigation Architecture

avionics in airspace with radar services will bGTACAN) facilities. The DOD operates an addi-
vectored to visual conditions, to areas where N5 30 such facilities at terminal locations.

vaid reception provides backup, or to regions un-
affected by the loss of the satellite navigatiomo supplement the VOR/DME network, the FAA
(SAT NAV) signal3 operates more than 700 NDBs, and the DOD

Studies are underway to: (1) determine how ma gpout 200 NDBs. NDBs are used as compass lo-
y to: ators in conjunction with some ILSs and for non-

ground_—based facilities should remain in servic recision approaches at low-traffic airports with-
to provide a temporary/permanent redundant nay-

igational capability, and (2) determine whethe ut convenient VOR approa(;hes. NDBs are also
GPS/WAAS can be’ the only navigation capabilit{lsed for en route operations in some remote areas
: ) : ¥ind for transitioning from oceanic to domestic en
carried aboard an aircraft and provided by FAAYoute airspace
The NAS Architecture will be revised in accor- '
dance with the study results. The FAA operates more than 600 TACAN sys-
tems to provi ir navigation for most militar
15.1 N_avigation and Landing Architecture a?ircrsaftc.) pD%Ddea?So opgriltgs ?noreosthan igo
Evolution TACANSs. The U.S. Coast Guard operates the Lo-
The following four steps present the evolutioman-C system, which can be used for en route nav-
from ground-based to satellite-based Navaids: igation in the NAS, provided another system
(VOR/DME, NDB, or TACAN) is carried on-

* gtep lt: 1N985Vg;gat'°n and Landing ArCh'teCtureooard. Current Loran-C avionics do not support
(Current— ) instrument approach operations.

» Step 2: Implementation of WAAS (ZOOO_ZOOZ)I'he FAA and DOD operate two types of precision

» Step 3: Completion of WAAS; Implementationapproach Navaids: ILS and a limited number of
of LAAS; Start Phase-Down of Ground-Basednicrowave landing systems (MLS). The FAA op-
Navaids (2003—-2007) erates about 1,000 ILSs and 26 MLSs. DOD oper-

. Step 4: Completion of Phase-Down of Groundgtes 180 ILSs and precision approach radars.

Based Navaid&008-2015). DOD operates the GPS satellite constellation.
L . : GPS provides worldwide, all-weather, 3-dimen-
15.1.1 Navigation and Landing Architecture sional position, velocity, and time data to a variety
Evolution—Step 1 (Current-1999) of civilian and military users. GPS is approved for
Figure 15-1 illustrates the current navigation aren route navigation and nonprecision approaches,
chitecture. The VOR/DME network provides usprovided that another system (VOR/DME, NDB,
ers with a primary means of navigation for ewr TACAN) is carried onboard. Certain GPS re-
route flight and nonprecision approaches. Theeivers are approved for navigation in oceanic
network consists of more than 1,000 VOR, VOR4Nd remote airspace; no other navigation systems
DME, or VORTAC (VOR co-located with are required onboard.

3. While some surveillance systems will evolve to make use of the GPS signals, surveillance radars will not be dependent on GPS
(see Section 16, Surveillance).
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The FAA operates and maintains approximately Loran-C: Can be used for en route naviga-
1,000 approach lighting systems. They consist of tion, provided another system (VOR/DME,
a configuration of lights starting at the landing NDB, or TACAN) is carried onboard. Current
threshold and extending into the approach area. Loran-C avionics do not support instrument
Some systems include sequenced flashing lights approach operations.

that appear to the pilot as a ball of light traveling

toward the runway at high speed. Inertial SystemsAre self-contained systems

used in many military and transport aircraft
A variety of approach lighting system configura-  for oceanic and domestic en route navigation.
tions exist. The most common are the medium-in- \» 5. provides a limited number of CAT |

tensity approach lighting systems with runway recision approaches and some nonprecision
alignment indicator lights (MALSR) to support ﬁlstrument ggproach operations P
CAT | precision approaches and the high-intensity '

approach lighting system with sequenced flashingonfederal organizations (i.e., airport authorities,
lights (ALSF-2) to support CAT Il and CAT Il states, airline operators, etc.) fund and operate ap-
precision approaches. proximately 1,500 Navaids at locations that do

o not qualify for federal funding due to insufficient
The FAA also operates and maintains approxiraffic. These organizations maintain and operate

mately 1,700 visual glide slope indicators. Thesge Navaids, and the FAA inspects and verifies
consist of 1,350 visual approach slope indicatoggejr safe operation under the nonfederal program.
(VASIs) and 350 precision approach path indicarpe nonfederal Navaids include approximately:
tors (PAPIs). Visual glide slope indicators providegg ILSs, 1,000 NDBs, 60 VORs, 100 DMEs, 10

visual referenC(_a to pilots as they approach th\ﬁLSS, and 50 to 100 lighting aids of various
runway for landing. Currently, the FAA is replac+, pes.

ing the VASIs with PAPIs because PAPIs conform

to International Civil Aviation Organization 15.1.2 Navigation and Landing Architecture
(ICAO) international standards while VASIs doEvolution (Implementation of WAAS)—Step 2
not. (2000-2002)

Depending on their operational needs and finakhe implementation of satellite navigation will
cial constraints, users choose to equip their aifelp the NAS to meet increasing aviation traffic

craft with a variety of avionics for navigating inand will allow a reduction in the number of
the NAS. These include: ground-based Navaids. The GPS signal must be

augmented to ensure accuracy, integrity, continu-
+ GPS: Provides navigation in oceanic and reity, and availability (see Figure 15-2). WAAS will
mote airspace. It can be used for en route nagtigment the GPS signal for en route and terminal
igation and nonprecision approaches ipavigation and instrument approaches. GPS, aug-
domestic airspace, provided another systemented by WAAS, will provide instrument ap-
(VOR/DME, NDB, or TACAN) is carried on- proaches to CAT | minima at most runway ends in

board. the NAS (where obstacle clearance, runway,
* VOR/DME:Provides navigation guidance for

en route navigation and nonprecision aj s WAS

roaches (TACAN for DOD).

proaches (TACAN for DOD) \ / (GEOSAT
* ILS: Provides navigation guidance for CAT I/

II/11l precision approaches. /
* Automatic Direction Finder (ADF)Provides WAAS

direction to an NDB ground transmitter. Ong | SfoundBased Ground

. L2 gation System

use is for a nonprecision instrument approac Systems

based on tracking to or from the beacon, with

out an electronic glideslope. Figure 15-2. GPS Augmented by WAAS

JANUARY 1999 NAVIGATION — 15-3

|_
<
o




NATIONAL AIRSPACE SYSTEM

lighting, and signage requirements are met). B&rocedural or operational restrictions may affect
cause WAAS can provide precision approaches &pproach availability.

new runways, to CAT | minima if required, the_ = . . .
need for new ILS CAT | approach equipment wilP€CiSions on approach minima will need to be
nade at some locations where %2-mile visibility is

be eliminated. In addition to added instrument ap"

proaches, users will benefit from increased ard¥pt Necessary, thus avoiding the high cost of in-
navigation and more direct routing. strument apprqach lighting systems. During this
initial phase, pilots who need to plan for an IFR

WAAS consists of master stations and preciseliternate airport may need to rely on visual ap-
surveyed reference stations interconnected bypeoach procedures or on Navaids, such as ILS,
terrestrial communications infrastructure. ComvOR/DME, or NDB, similar to operations today.
munications from the ground master stations afkhe initial WAAS precision approach coverage
broadcast to aircraft via WAAS geostationary satrea will be limited, depending on the location of
ellites (see Figure 15-3). WAAS reference stations and the coverage of

. . WAAS satellites. The coverage volume will grad-
To improve GPS accuracy, WAAS geo_statlongrxa”y increase as data are collected to substantiate
satellites (GEOSATSs) will broadcast d'ﬁerem'alGPS/WAAS ionospheric berformance
corrections for ionospheric delay, satellite posi- P P '
tion, and satellite clock errors. The reference stan interim phase will provide additional master
tions monitor the GPS and WAAS signals to erand reference stations to improve WAAS cover-
sure system integrity and report any anomalies &ge, performance, and real-time availability. Au-
the master station. GEOSATs broadcast statusttfmated notice to airmen (NOTAM) service with
the aircraft avionics. Availability is improved be-predictive capabilities will become available.

cause WAAS geostationary satellites appear to the
avionics as additional GPS satellites. Instrument approach procedures based on GPS/

_ _ _ _ WAAS will be published by WAAS IOC. Subse-
WAAS will be implemented in phasesith oper- quently, 500 procedures will be published each
ational capability improving at each phase. Thgear until requirements are met. In addition, 500

|n|t|aI phase, WhICh consists of 25 referen_ce St&@PS nonprecision approach procedures will be
tions, 2 master stations, and GEOSAT uplink stafeveloped annually.

tions, has been installed. It is in the process of be-

ing networked and tested to provide an initial opt5.1.3 Navigation and Landing Architecture
erating capability (IOC) for flight operations in Evolution (Completion of WAAS, Implementa-
2000. The 10C will provide signals for domestiction of LAAS, Start Phase-Down of Ground-
en route navigation and nonprecision and predBased Navaids)—Step 3 (2003—2007)

sion instrument approaches with operational r

strictions within a limited WAAS coverage area. ?n its final phase, WAAS will achieve full operat-

ing capability (FOC) by the addition of ground
During this phase, WAAS-equipped aircraft willmonitoring and control stations and geosatellites.
be able to fly instrument flight rules (IFR) withoutHardware installed earlier in the program will be
having other navigation avionics aboard (e.guypgraded. WAAS will then provide performance
VOR/DME or NDB). However, procedural or op-equivalent to ILS CAT | with a level of service
erational restrictions may affect the availability ofhat is sufficient to replace existing VOR/DME
GPS/WAAS approaches in some areas of trand NDB facilities and most CAT | ILS facilities.
country. Flights in these areas will need to rely oAlso at FOC, the interim procedural and opera-
existing procedures and VOR/DME or NDB. tional restrictions imposed at IOC will be re-

The initial phase of WAAS will provide CAT | MoVe%:

precision approach capability within a limitedTo provide additional precision approaches,
coverage area. However, the precision approathAS will be installed to augment GPS in this
minima initially authorized may be somewhastep. LAAS will augment GPS at a planned 112
higher than current CAT | ILS minima while bothairports in the NAS to provide CAT Il/lll preci-
the FAA and aircraft operators gain experienceion approaches (see Figure 15-4).
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in the NAS, refer to Section 16, Surveillance;
GPS Section 18, Avionics; Section 23, Terminal; and
\ Section 24, Tower and Airport Surface.

‘4 The FAAs plans for the transition to SAT NAV
o= technology and for the phaseout of ground-based

/ Navaids will be periodically reevaluated. An
LAAS * FAA-funded risk assessment study.is bein_g con-
Ground ILS ducted to determine whether satellite navigation
System MLS technology can serve as an only means of radion-
avigation in the NAS. Assessment results are ex-

Figure 15-4. GPS Augmented by LAAS pected in early 1999. If it is determined that GPS/

WAAS/LAAS cannot satisfy the performance re-
quirements to be the only navigation system in-

LAAS will also provide CAT | precision aP- stalled in an aircraft or provided by the FAA, then
proaches at a planned 31 airports that are eltt]{ar

) . may be necessary to maintain a reduced net-
o_u_t3|de of WAA.S coverage (17) or hav_e_ high AGork of ground-based Navaids beyond 2010 to
tivity that requires a higher availability than

WAAS can support (14). LAAS capability doesSUpport satellite navigation.

not require WAAS, and its implementation schedAs soon as circumstances permit, the FAA plans
ule is independent of the WAAS program. Theo begin reducing the number of ground-based
LAAS architecture is shown in Figure 15-5. Navaids in a two-step phase-down. Criteria for

Suitable approach lighting systems will be injdentifying the Navaids to be shut down will be

stalled to support additional precision instrumerﬁw)“Shed well ahead of the first step.
approach procedures enabled by LAAS. Prior to starting the first step of phase-down, the

; I .~ : FAA, in conjunction with users, expects to deter-
A LAAS installation is anticipated to consist o_f %nine whether the phase-down schedule should be
. ; djusted. Preliminary analysis indicates that ap-
GPS receivers, a VHF link, and one or mor .
pseudolite$ to increase availability. The LAAS proximately 350 VORs and 300 ILSs would be

ground station will calculate differential accuracfhUt down in the first step, leaving sufficient

corrections based on the station’s location and (%ound-based Navaids to enable users who are not

measurements taken from each GPS satellite.elgUiloloecj with satellite-based avionics to continue

will then broadcast the corrections on VHF radi'EO fly in the NAS.

o_navigation freque_ncies, tpggther Wi.th an integ1'5.1.4 Navigation and Landing Architecture
rity message, to aircraft within a radius of 20 &\ olution (Completion of the Phase-Down of

30 nmi from the airport. LAAS is expected to beGround-Based Navaids)—Step 4 (2008—-2015)
significantly more affordable to install, operate,

and maintain than ILS. One LAAS will allow Completion of the first step of the ground Navaid

CAT Il/ll precision approaches at all runwayphase-down is expected in 2008. A second step,
ends at an airport, topology and lighting equipslated for 2009 to 2010, would shut down approx-
ment permitting. This is a savings compared tonately 100 VORs, 250 ILSs, and 470 NDBs.

ILS technology, which requires each runway en

to have an ILS. %ihe remaining Navaids (approximately 600

VOR/DMEs, 500 ILSs, and 280 NDBs) would be
LAAS is expected to support ground operationsufficient to support en route navigation and in-
such as runway incursion avoidance and airpastrument operations at the busier airports in the
surface navigation and surveillance. For addNAS (about 2,400) should there be a disruption in
tional information about how LAAS will be used GPS/WAAS service.

4. A pseudolite is a ground-based transmitter of GPS-like signals that are used for ranging. The number and placement of pseudo-
lites will depend on the topology of each site.
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Because precision landing services will eventiwould not improve NAS operations, whereas
ally depend primarily on the use of GPS signa®¥/AAS and LAAS support direct routes and en-
augmented by WAAS and LAAS differential cor-able more flexible use of airspace.

rection signals, it is clear that these systems neéglt llite-based denloved and
to be protected from harmful interference. ThE'Ner satellite-based systems are deployed an

FAAS is currently working with DOD to develop certified, and before other Navaid systems can be
safety and system security countermeasures f3725€d cl)@t(see Figure 15—6),bthe following three
satellite-based navigation and landing systems ggSential prerequisites must be met:

prevent or mitigate interference such as jammingystem Performance. New technology must
Integrity of the satellite-based system will beneet service requirements. This will be deter-

assured prior to phasing out ground-basefined through analyses, flight tests, and opera-
Navaids. New GPS satellites with a second Civ{lonal experience.

frequency capability will be launched during this

period to replace all the current GPS satellite§perational/Economic Benefits.There must be
The addition of the second civil frequency wilisufficient operational and economic incentive be-
mitigate the effects of unintentional jamming andiore users will invest in satellite-compatible avi-
could also provide increased accuracy by meaf8ics. Economic benefits include using a WAAS

of the direct measurement of ionospheric delay Bf & WAAS/LAAS receiver in lieu of multiple
aircraft dual-frequency avionics. avionics, fuel savings from user-preferred routes,

and direct routes in high-density areas. Opera-
Ground-based systems are expensive to procuf@nal benefits include instrument approaches at
install, and maintain. Current NAS planning in-neW airports and runway ends and enhanced effi-
cludes sufficient funding to maintain the Navaittiency because of additional approaches. GPS
infrastructure in accordance with near-term aviayith WAAS augmentation can provide vertical
tion growth and with the navigation and landingyuidance for all future instrument approach pro-
architecture described herein (i.e., with a Navaigedures—greatly increasing flight safety. In the
phase-down). past, pilots readily accepted and began using sat-
However, if users do not convert to GPS-basc]lite-based navigation soon after it was certified
avionics, and if plans to phase out ground-base a supp!emgntal_l means of navigation. .Add!'
Navaids are not realized, then Navaidaching |ona_l user |mp_I|ca_1t|ons and costs are described in
the end of their service life will need to be re_Sectlon 18, Avionics.
placed. Transition Period. The transition period begins

Currently, it costs the FAA $170M annually to Op_Wlth the initial operational availability of GPS/

erate the ground-based system. Replacing the

ground-based systems would require an estimat

$2.61B investmerft.Additionally, if users do not GPS / (e
convert to GPS-based avionics, more grount

based Navaids will be needed over time to su

port aviation growth. For example, more than 20 /Y R

airport authorities have requested, and are eligit

for, new ILS installations.

LAAS WAAS
. . . . Ground Ground
Substantial investment would be required to ir System System

stall or replace Navaids designed to support
1950’s operational concept. Such an investmemigure 15-6. Ground-Based Navaids Phased Out

The FAA integrated product team and the NAS Information Security Program.

FAA cost estimate.

Reference: Mission Need Statement 120, Establishment of ILS and Associated Aids, paragraph 9(b)(2), 2 Feb 1993.

Under current law, ground-based Navaids can be transferred to nonfederal sponsors who can continue to operate them. How-
ever, the FAA needs to recover valuable VHF spectrum to use for other safety-critical services.

© No g
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WAAS and associated avionics in 2000. Usemsrage area; however, some additional procedural
must have time to recoup their investment in cupr operational restrictions may be necessary. Sub-
rent avionics, and the FAA must have time to desequent phases will incorporate additional ground
velop and publish instrument approach procérardware, software upgrades, geosatellites, and
dures for use with the new technology. A reasommproved operational control until WAAS FOC is
able compromise must be reached between thehieved. WAAS will then satisfy requirements
FAA's desire for a rapid transition and the aircraffor using GPS for departure, en route, and termi-
operator’s desire to use current equipment as longl area navigation and for CAT | precision ap-
as possible. proaches. The operational and procedural restric-

. tions initially imposed will not be necessary.
15.2 Summary of Capabilities

The existing ground-based navigation and Iandirlr'gcﬁ‘ASE).'ltc‘ expe(cjteé:i fto also _prov[de ﬂ:e aI]Ic-weathe_r
capabilities will evolve to a satellite-based syste pability needed for precise airport surface navi-

using GPS and related augmentation systems (Sqaaéiqn_. A single LAAS Wi.”. provide CAT 11/l
Figure 15-7). GPS/WAAS will become the pri_p_reC|S|on approach C.E."pab'“ty to all runways at an
mary means for en route and terminal navigatio rport. LAAS capability and deployment is inde-

and will provide CAT | approach capability to air_pendent Of WAAS.
ports_._GPS/LAAS will provide CAT_ Il and Il £5_3 Human Eactors
precision approaches to selected airports. LAA

will also provide CAT | approaches to airportdJntil now, only a relatively few users, equipped

outside WAAS coverage and to a few high-actiwith flight management computer systems or Lo-
ity airports. As WAAS/LAAS coverage extendsran-C, had a flexible, point-to-point navigational

throughout the NAS, the ground-based navigatiogapability. In the immediate future, however, any
and landing systems will be phased down, leavirgjrcraft equipped with GPS or WAAS avionics

sufficient Navaids to support principal air routedvill have the capability to navigate directly be-

and instrument approaches at high-activity aiftween any two points, independent of Navaids or
ports, should there be a GPS/WAAS service outraditional published routes.

age.

|_
<
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Pilots seeking to take full advantage of this direct
In its initial phase, WAAS will provide a func- routing capability pose a significant challenge to
tional verification system for developing test andhe air traffic control (ATC) system and to con-
evaluation procedures and conducting WAA®ollers, who are tasked with ensuring safe separa-
system-level testing and operational testing. Dution between aircraft while facilitating efficient
ing this time, GPS can be used for en route nauraffic flow. New procedures, automation tools,
gation and precision approaches in a limited coand training will be necessary to help controllers

Space-based en route navigation

Space-based CAT | precision approaches
to selected airports and limited navigation en route

Expanded space-based CAT | precision approaches
and en route navigation with fewer operational restrictions

NAS-wide space-based en route navigation and
additional CAT | approaches without operational restrictions

Phase-
Down
Navaids

GPS
Avionics

LAAS
CAT Il

Implement phase-down_strategy 350 VORs and 300 ILSs shutdown

Implement phase-down_strateqy 100 VORs, 250 ILSs, and 470 NDBs shutdown

Figure 15-7. Navigation and Landing Capabilities Summary
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and pilots manage these capabilities safely and ef- Ground-based Navaids phase-down strategy.

ficiently.
15.5 Costs

New cockpit displays, including moving maps, : . :
I o : he FAA estimates for research, engineering, and
and cockpit display of traffic information (CDTI), evelopment (R,E&D); facilities ang equipr%ent

are either available or in development. Tradition , ) .
fixes used by controllers and pilots will be ref( &E); and operations (OPS) life-cycle costs for

it : navigation, landing, and lighting systems archi-
placed by p|Ic_>t d‘?f'”ed waypoints. The_georefertecture from 1998 through 2015 are presented in
ences for navigation and surveillance will Changec‘onstant EY98 dollars in Eiqure 15-9
Additionally, new GPS-based instrument ap- 9 '
proach procedures are being developed. The Safg g Watch ltems

Flight 21 Program is intended to provide th.el'he evolution of the navigation architecture de-

means for developing and/or testing the equ'%‘;nds on policy decisions, regulations, equipment

anuiggfﬁgteuggﬁ %n?egisllﬁgizﬁ ggﬂgﬁ:lsegfpgg rtification, standards development, and perfor-
ance factors. These include:

WAAS and LAAS.

N * Availability of GEOSATs (Additional satel-
15.4 Transition lites are needed for WAAS to achieve its full
The navigation and landing transition schedule is operational capability. A study will evaluate
shown in Figure 15-8. Specific activities associ- the options available for providing the addi-
ated with the navigation and landing architecture tional satellites. Funding to lease the addi-
are: tional satellite capability is programmed to

» Safe Flight 21 Program demonstration of pro- begin in FY02 or 03)
totype LAAS at demonstration sites e Studies on redundant Navaids (The FAA is

. . studying what redundant navigational capa-
GPS/WAAS backup analysis bility may be required in the event of a GPS

*  WAAS deployment (IOC/FOC) outage.)
* LAAS deployment » Certified, affordable avionics
(@' 93 99(00|01/02|03|04| 05| 06| 07| 08| 09| 10 4
NAS Modernization Phases Phase 1 Phase 2 Phase 3
Transition Steps Step1 Step2 Step3 Step 4

Ground- Redundant Capability 50%

Navaids VOR, VORTAC, TACAN, NDB, LORAN-C

GPSWALS GPSIWAAS

Precision ILSIDME - CAT |

Approach Redundant Capability

Naveids Redundant Capability 50%
ILS/DME - CAT II/Il
GPSILAAS e
Approach Lighting
Approach Lighting

Figure 15-8. Navigation and Landing Transition
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1998 Constant Dollars

|

/
//’Q/ \ “RE2D
= N\~ |°ree

50ps
k/
1998 19’99 20’00 20’01 20’02 2003 2004 2005 20’06 20’07 2008 2009 2010 20’11 20'12 20’13 20'14 2015

Figure 15-9. Estimated Navigation Costs
» Policies on carrying redundant equipage — Reuse of frequency spectrum presently

b . dedicated to navigation for other aeronauti-
L] .

rogrammatic issues cal services
— WAAS performance — Continuation or shutdown of nonfederal
Navaids

LAAS/WAAS schedule

— Rate and willingness of users to equip with
Development of LAAS standards WAAS/LAAS avionics

|_
<
o

Second civil frequency

International interoperability:

* Policy issues: — International agreements and standards for
satellite-based systems to ensure global in-

— Notice of proposed rulemaking for airspace teroperability

minimum avionics equipage and required
navigation performance — Operational procedures.

9. The United States leads or actively participates on several ICAO Air Navigation Commission (ANC) panels. Panel members
develop international standards, which are approved by the Council, ICAO’s governing body. It is essential to NAS architecture
development to fully incorporate these international standards. Within the navigation area, recent standardizing efforts includ
work on: airspace planning methodology for determining separation minima by the Review of the General Concept of Separa-
tion Panel (RGCSP); standards and recommended practices (SARPs) development by the All Weather Operations Panel
(AWOP); and long-term requirements and SARPs developed by the Global Navigation Satellite System Panel (GNSSP).
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16 SURVEILLANCE

Following are definitions of the terms used in the
surveillance architecture:

Independent Surveillance: The use of primary
radar to independently detect and determine the
range and azimuth (2-dimensional position) of
aircraft by means of reflected radar energy. Air-
port surface detection equipment (ASDE) primary
radars are used to determine the position of air-
craft and vehicles operating on airport taxiways
and runways. Primary radar surveillancende-
pendentbecause aircraft or ground vehicles need
not be equipped with any enabling avionics to be

(and other data) via ADS-A or ADS-B com-
munications equipment.

Automatic Dependent Surveillance
Addressable (ADS-A)A different form of
ADS, designed to support oceanic aeronauti-
cal operations, based on one-to-one commu-
nications between aircraft providing ADS in-
formation and a ground facility requiring re-
ceipt of ADS reports. The term “ADS-A,” as
used here is equivalent to “ADS” as discussed
in International Civil Aviation Organization
(ICAO) documentation.

detected. .
Overview

Coopgrative Surveillance:The use of_secondary-_rhe concept of operations (CONOPS) calls for
surveillance radar (SSR) to determine the posiyrveillance of all controlled aircraft in the do-
tion, assigned beacon code (4,096 codes are Ciestic airspace, using ADS and radar systems.
rently available), and in most cases, the barometps will be based on aircraft latitude/longitude
ric altitude of an airborne aircraft by interrogatio osition and Ve|ocity reports from the aircraft's
of a transponder onboard the aircraft. Because tRgvigation system, barometric altitude, as well as
aircraft must be equipped with a transponder, SS§fort-term intent information (next way points).
technology is deemed to provideoperativesur- The CONOPS emphasizes the importance of
veillance. Mode-3/A transponders reply with onlyzADs for both air-air and ground-based surveil-
the assigned code. Mode-3/C transponders (thighce and extending instrument flight rules (IFR)
most common type) reply with both assignedeparation services to nonradar areas of domestig

code and altitude. Mode-Select (Mode-S) trargirspace. The future cockpit applications for
sponders reply with assigned code and barometi$)s-B include:

altitude to all SSR interrogators and also include a
discrete, permanently assigned address when fe-
plying to Mode-S interrogators. The Mode-S syss Separation assurance
tem also permits additional data to be exchanged
between aircraft and Mode-S radars.

PART Il

Pilot situational awareness

Limited shared responsibility for separation

e Safer airport surface operations in reduced

Automatic Dependent Surveillance: visibility conditions.

» Automatic Dependent Surveillance BroadThe surveillance architecture will support Free
cast (ADS-B)The function on an aircraft or Flight, provide increased surveillance coverage,
surface vehicle that broadcasts position, altimprove safety, and increase airspace capacity.
tude, vector, and other information for use by’hanges in surveillance are designed to open air-
other aircraft, vehicles, and ground facilities. space, allow for more direct routings, and in-

. Automatic Dependent Surveillance (ADS)_crease NAS flexibility to meet growing demand.

The use of ADS-B information by ground fa-The current domestic surveillance system consists
cilities to perform surveillance of airborneof primary and SSRs that are used to detect air-
aircraft and aircraft or vehicles operating oreraft and determine their position and identity. Air
the airport surface. This technology idraffic control (ATC) automation systems process
deemed to providdependensurveillance be- the radar data for display to air traffic controllers.
cause it relies totally on each aircraft to detelControllers use these data to separate aircraft fly-
mine its position (by means of the onboaréhg under IFR from other aircraft, obstacles, ter-
navigation system) and report that positiomain, and special use airspace and to provide
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weather advisory services. Weather detectiaduced. These surveillance improvements are ex-
functions provided by today’s radar surveillanc@ected to help expedite traffic flow in the NAS.
systems are discussed in Section 26, Aviati

Weather. %he CONOPS calls for implementing surveil-

lance capability in oceanic airspace. In today’s
The NAS surveillance architecture will use pri2C€anic airspace environment, “procedural” sepa-
mary radars with digital technology for terminaf@tion between aircraft is managed by means of
airspace, but primary radars will be phased out 89" frequency radio position reports provided
en route airspace. SSRs with selective interrogd€Pally by pilots to controllers, indirectly
tion (SI) capability will be used in both en routdnrough a third-party commercial communica-
and terminal airspace. The S| capability allowdOnS provider. No means of direct oceanic sur-
the ATC automation, when modified, to utilize the/€lllance is currently available. Consequently, the
uniqgue Mode-S transponder identification codéfduired lateral/longitudinal separation between
permanently assigned to an aircraft. eliminatedrcraft in oceanic airspace is very conservative
false data from the controller’s display; and sugPetween 60 and 80 nmi), and the capability to ap-
ports use of Mode-S data link to provide traffid®roVe route and altitude changes is constrained.
information service (TIS) to the cockpit. ATC surveillance in oceanic airspace will be
. . based on ADS-A reports to oceanic controllers
The Mode-S data link will also enable use of a fziy gateliite communications (SATCOM), high
ture Ground-Initiated Communications Broad’frequency data link (HFDL), or other subnet-
cast (GICB) message. The accuracy of the pogjj ks The reports, which are derived from Fu-

tion and intent information received from the airture Air Navigation System (FANS-1A) or aero-
craft via the GICB message is expected 10 signiflyg,tical telecommunications network (ATN) avi-

cantly improve target tracking and thé,nicg inciude barometric altitude, latitude/iongi-
performance of controller tools such as confli

de position, velocity, and short-term intent

alert, conflict probe, and the Final Approachytrmation (next way points). Ground equipment
Spacing Tool (FAST). The GICB will capture the

. ; ) s ) and automation will display the aircraft position
aircraft's .ADS'B m_formatl(_)n In concert with the 5ng track to oceanic controllers, enabling current
beacon interrogation. This allows independenkie q|/ongitudinal separation standards to be re-
verification of position, supports separation beg,,
tween ADS-B aircraft and those not equipped (es-
pecially important during transition), and allowsl6.1 Surveillance Architecture Evolution

the FAA to use the SSR network as part of 5 ensure high availability of services in domestic
larger network of ground listening stations. airspace, the surveillance architecture provides at
{ enough users equip wih ADS-3 avionicsi€2SL WO complementary feane of uneflance
ADS-B for air-air surveillance will be imple- xampie, 9 yste
. . L . a[tssomated with ADS-B malfunctions, beacon in-
mented in domestic and oceanic airspace. PI|OtS . . : . .
L . errogation will continue to provide cooperative
are expected to use ADS-B air-air surveillance for

X . o urveillance as a basis for separation. In oceanic
situational awareness. In oceanic airspace, ADS: P

B may be approved as a means for pilots o cofirspace, surveillance will be provided by ADS-A

duct in-trail climbs, descents, and passing maneﬁgmmunlcated via SATCOM, HFDL, or other
vers Subnetworks.

éurveillance System Domains

If enough users equip, compatible ADS groun i four NAS d o
systems, which leverage off of the avionics equ urveillance systems support four N omains:
(31) en route, (2) oceanic, (3) terminal, and (4)

page, will be implemented in domestic airspac

(see Figure 16-1). Due to the characteristics &fWer/surface.

ADS-B (frequent broadcast of position), ADS-B-En Route Domain.A new SSR air traffic control
based surveillance is expected to be the most deacon interrogator (ATCBI-6) with Sl and the
curate form of surveillance, potentially allowingGICB feature will be installed at all ATCBI-4 and
minimum aircraft separation standards to be ré&TCBI-5 en route radar sites.
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The ATCBI-6 will work with Mode-3/A and 3/C The airport surface ADS system will also feature

transponders, enabling the ATC system to remammulti-lateration capability that uses aircraft tran-

compatible with all users as they transition tesponder replies, triggered by the terminal SSR or
ADS-B avionics. The Mode-S SSR will remain inlocal interrogators, to determine the identification

service at 25 sites. They will be configured to proand the position of non-ADS-B aircraft on the air-

vide TIS, a Mode-S data link service that providegort surface. Adding multi-lateration provides an

automatic traffic advisories to properly equippedlternate means of surveillance in absence of
aircraft. ASDE.

The S capability of the Mode-S and ATCBI-6 ra-1 5 1 1 Surveillance Architecture Evolution—

dars will enable the air route traffic control CeNsiep 1 (1998)

ters (ARTCCs) to use Global Positioning System _ _ _

(GPS) data for surveillance via GICB. ADS capaE" Route Domain. Various models of air route
bility will also be installed. The continued use ofurveillance radar (ARSR-1, -2, -3, and -4) and
SSRs will enable the ATC system to maintain fuﬁse\_/_eral m|I_|tary fixed position surveillance (FP_S)
service in domestic en route airspace whenev@Rilitary primary radar) types are used to provide
there is any difficulty with the ADS system. ConPrimary radar surveillance for the ARTCC. These
tinued use of SSRs also permits an extended trd@dars are positioned to support major airways
sition period for general aviation (GA) in low-al-a@nd provide surveillance coverage within a 200-
titude airspace. Primary en route radars will b€ 250-mile radius with 10- to 12-second update
phased out of interior areas, except for thod@tes. Except for the ARSR-4, many of these ra-

needed by the Department of Defense (DOD), &ars have been in servic_e fpr 30 years and are
other agencies. costly to operate and maintain. The ARSR-4 ra-

] ] ) dars in the continental United States and the FPS-
Oceanic Domain.ADS based on ADS-A will be 117 radars in Alaska are jointly used by the FAA

implemented in oceanic airspace. SATCOM igng the Air Force for ATC and air defense, re-
emerging as the primary communications link fogpectively.

ADS-A and other oceanic communications, with

HFDL likely to be used as an alternative source. TwWo types of SSRs are used: the ATCBI-4 and -5
, , . _ . and the Mode-S. Nearly all SSRs are co-located
Terminal Domain. A new digital, combined pri- \ith en route primary radars and operate at equiv-
mary/SSR  system (airport surveillance radafjont ranges and update rates. Twenty-two SSRs
(ASR)-11) will be deployed to complement the,nerate “as  stand-alone radars  supporting

ASR-9/Mode-S system. The Mode-S will be conarTccs, The ATCBI-4s and -5s are reaching the
figured to provide TIS. All ASR-11 integratedeny of their service lives and will be replaced.
beacons will be upgraded to include Sl and GICB

capability. Terminal radar approach controPceanic Domain.In current operations, pilot po-
(TRACON) facilities will begin to use ADS for sition reports are made to a commercial service
surveillance. All three means of surveillance (privia high frequency (HF) voice communications.
mary radar, secondary radar, and ADS) will be ré-hey are then forwarded to FAA oceanic ATC
tained in the terminal domain. centers where the reported positions are displayed
Tower/Airport Surface Domain. ASDE-3 will :2;?; tr%';:]z S?rr;r? S?]lqlﬁ:e%og?&%repg:;gig}_”

receive a service !'Te extension. A new .Surfacgquipped aircraft via satellite data link using con-
surv_glllange capgblllty with confll_c.t detec’qon Ca'troIIer—piIot data link communications (CPDLC)
pability Wlll_pe installed at addl_tlonal a'r.ports‘messages to some oceanic sectors.

ADS capability for surface surveillance will also

be installed. The accuracy of Wide Area AugmeriFerminal Domain. Three models of airport sur-
tation System (WAAS)- and Local Area Augmenveillance radar (ASR-7, -8, and -9) are positioned
tation System (LAAS)-derived ADS-B (with on airports to provide surveillance coverage (55-
LAAS taking precedence) is expected to enablaile radius with a 5-second update rate) for TRA-
the ADS system to support substantial airport suUGONs. The analog ASR-7 and -8 radars, which
face operations in reduced visibility conditionshave been in service since the 1970s, are incom-
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patible with the future digital terminal automationOceanic Domain.Oceanic sectors will continue
system, the Standard Terminal Automation Ree receive pilot position reports from FANS-1/A-
placement System (STARS). Two types of SSR=quipped aircraft via satellite data link using
are used in the terminal domains: the ATCBI -€PDLC messages, as well as from HF voice com-
and -5 and the Mode-S. They are all co-locatedunications.

with ASRs and operate at equivalent ranges a

update rates. l:]%rmmal Domain. The ASR-9 radars will re-

ceive a service life extension. The ASR-7 and -8
Tower/Airport Surface Domain. ASDE radars, radars will be replaced by new digital ASR-11 ra-
used to provide primary radar surveillance of aiidars delivered with a new monopulse SSR. Digi-
craft and vehicles on airport runways and taxtal radars are required for interoperability with
ways to air traffic control towers (ATCTs), are be STARS.

ing installed at the 34 busiest U.S. airports. Th?o take early advantage of the information avail-

Airport Movement Area Safety System : - :

o ) able in ADS-B avionics, the architecture plans for
(AMASS), being installed at the same airports Lo - o i
works in conjunction with the ASDE-3 to alerta” SSRs to be equipped with a selective interro

) . . : ation capability. The Mode-S sensors currently
tower controllers of impending runway mcursmn%

nd oth nd traffic problems. A parallel runPéired with ASR-7 and -8 radars will be *leap-
way monitor atiic problems. /A para‘el ru frogged” to ASR-9 sites, so that all ASR-9s will

W"’% ?0?':? K/IID'EM)a ralgiar :C?S‘Stb?_en. commiSy paired with Sl-capable Mode-S SSRs. Mode-S
sioned at the Minneapolis a - Louis a'rpor?%snsors will receive a service life extension. All

toagﬁ;'t%fx;riﬁ (?32 iﬁg{ggcg tolgslzsﬁlléﬁnge Rs will remain compatible with the older
P y P y "“'Mode-A/C transponders, thus allowing time for

feet). aircraft to transition to ADS-B avionics.
16.1.2 Surveillance Architecture Evolution—  TIS, a Mode-S data link service that provides au-
Step 2 (1999-2002) tomatic traffic advisories to properly equipped

En Route Domain. The weather and radar pro_aircraft, will be implemented during this period.

cessor (WARP) will enable weather data from thgllots will be able to request and receive a display

next-generation weather radar (NEXRAD) to bgf 'nearb)_/ traffic. The relaflve rgnge,"bea“rlng, a,f‘d
glntude (if known) and a “proximate” or “threat

displayed to en route controllers on the displa lassification of nearby aircraft will be displayed
system replacement (DSR). This capability will’" . . y p p yed.
his service will help pilots “see and avoid” other

allow en route primary radars to be shut down..
Data from the ARSR-1, -2, -3, - 4, and FPS priarcrat

mary radars will not be used by FAA after WARPTower/Airport Surface Domain. Installation of
reaches full operating capability (FOC) (i.e., proASDE-3 radars to detect aircraft and vehicles on
vides NEXRAD data to DSR) in early 2000.runways and taxiways will be completed at 34 air-
However, the long-range primary radars that suports. AMASS, which uses data from the terminal
port Department of Defense (DOD) operationgutomation and ASDE-3 systems to alert tower
(i.e., FPS-117 and ARSR-3 and -4 radars) may reontrollers to potential traffic conflicts, will be in-
main in use as required by DOD or other agestalled at the same airports during this period. In-
cies. An ARTCC may receive data from suitablgtallation of a new surface surveillance conflict
located terminal radar equipment, as needed, f@étection system will begin at additional airports.
supplemental coverage and gap filling. This capability will further reduce the probability

. f traffi flict irport surf. [
The en route SSRs (ATCBI-4 and -5) will be o0 traffic contlicts on airport surfaces and increase

: : ~“the efficiency of aircraft operations. Installation
placed with a new ATCBI-6 with S| capability. o ; ;
ARSR-1, -2, and -3 and FPS site equipment ano(; PRMs at four additional airports is planned.
components, including the radar towers and peédditional Information. The user aviation com-
estals, rotary joints, and shelters will require modnunity is currently investigating ADS-B for air-
ification or replacement to allow compatibilityair surveillance. Several technologies—including

with an SSR-only configuration. 1090 MHz (Mode-S) squitter, self-organizing
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time division multiple access (STDMA) (alsomessage transfer protocol that was developed by
known as VHF digital link-Mode 4 or VDL-4), the European Civil Aviation States to standardize

and Universal Access Transceiver (UAT)—arelata communications between surveillance and
being tested. During this period Safe Flight 2hutomation systems. This upgrade will allow the

ADS concept demonstrations will be conducted taircraft navigational system and waypoint data re-
determine if and how ADS-B and ADS would op<eived in GICB replies to be processed. Mode-S
erationally benefit users and the FAA and whicBensors will receive a service life extension.

technology is most suitable for this purpose. _ )
The ARTCC automation system will be upgraded

If enough users equip with ADS-B avionics, thgg yse GICB and ADS data for controller tools
FAA will develop and install a compatible ADSand displays (see Section 19, En Route). Installa-

ground system. In domestic airspace, ADS Wilion of the ATCBI-6 SSRs will be completed.
depend upon the aircraft to automatically and fre-

quently broadcast its position and velocity usin@ceanic Domain. Installation of communica-
ADS-B avionics. tions, and automation equipment to support ADS-
. : A will begin. Current longitudinal separation
Surveillance tracks derived from ADS-B data argt@ndards between suitably equipped aircraft

expected to be more accurate than radar-derived ||+ pe reduced in some areas by using ADS-A

tracks, thus improving the performance of CON3 4 other controller tools.

troller decision support systems (DSSs) such as

conflict probe, trial flight planning (a capability Terminal Domain. Mode-S SSRs will be up-
that evaluates pilot requests for revised flighfraded with ASTERIX. The ASR-11's SSR will
pathS for pOtentiaI conflict with other ﬂ|ghtS), an%e upgraded with Sl Capabmty and the ASTERIX
FAST. Such improvements will help expeditestandard interface protocol. This will enable the
traffic flow in the NAS. ASR-11 SSR to send the aircraft position, veloc-

Should users equip, ADS-B for air-air surveil !y, @nd next waypoint data received via the GICB
lance will be implemented in domestic and ocdN€SSage to the STARS automation. STARS will
anic airspace. ADS-B is anticipated to suppofl€ UPgraded to use GICB and ADS data for con-

air-air surveillance by means of a cockpit displajf°!lér displays (see Section 23, Terminal).
of traffic information (CDTI) that shows the poSI'Tower/Airport Surface Domain. Installation of

tion of all ADS-B-equipped aircraft nearby as Qhe new surface surveillance and conflict detec-

r_eference for _tactical _maneuyerin_g, self-separ%n system will continue. If enough users equip
tion, and station-keeping. This will greatly en-

h tuati | in th Koit. | dWith ADS-B avionics, installation of about 600

anct_e sfiuationa qlwtareness n tedctoc P! 'ArIZ‘)S assive ADS ground stations with multi-lateration
MESHC airspace, piiots are expected to use capability for airport surface surveillance will be-
air-air surveillance for situational awareness an

- L . n at approximately 150 airports. The multi-lat-
limited shared responsibility for separation. Thes_ ration capability enables the ADS system at an

g:ﬁ?ebrilgfds;:%:é%i;?% r:g Eﬂinviglall dbsgif(ietlg‘l irport to determine the position of aircraft
to all of aviation as well. ADS-B avionics will notléqUIppe<j with Mode-A/C/S transponders.
be required to operate in the NAS. In oceanic aixDS-B avionics, which use WAAS and LAAS in-

space, ADS-B may also be approved as a mea@gmation, will provide the ADS source to pre-

for plIOtS to conduct in-trail ClimbS, descents, an@ise|y monitor the surface movement of ADS-B-
passing maneuvers. equipped airport traffic. Due to its expected accu-
. , , racy, LAAS is preferred for surface surveillance.
16.1.3 Surveillance Architecture Evolution— Thg airport sueface ADS system will interface
Step 3 (2003-2006) with the STARS automation and displays to pro-
En Route Domain The Mode-S and ATCBI-6 vide precision surface surveillance and warn
SSRs will be upgraded with the All Purposdower controllers of impending runway incursions
Structured EUROCONTROL Radar Informationand other ground traffic problems. The STARS
Exchange (ASTERIX) surveillance and weatheautomation system will be capable of processing
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the ADS data. AMASS will receive a service lifesurface surveillance and conflict detection system

extension to ensure its viability.

16.1.4 Surveillance Architecture Evolution—
Step 4 (2007-2010)

En Route Domain. If enough users equip with

ADS-B avionics, the architecture plans for the in:
stallation of 20 passive ground stations in airspa$
not covered by radar. This capability will provide

also will be completed.

16.1.5 Surveillance Architecture Evolution—
Step 5 (2011-2015)

En Route Domain.En route surveillance will be
provided by SSRs and ADS. FAA-funded re-
lacement of primary en route radars is not con-
gmplated.

extended en route surveillance coverage fdierminal Domain. A next-generation terminal
ADS-B-equipped aircraft. An additional 96 pas‘adar (multipurpose airport radar (MPAR)), which
sive ADS ground stations will be installed in théncorporates primary radar, SSR, and terminal

en route airspace covered by radar.

Oceanic Domain. Implementation of ground-

based and airborne communications and autom S ; .
BW|II be decommissioned at the end of their service

tion equipment to support ADS-A and ADS-

air-air surveillance will continue. Oceanic air-
space users will benefit through greater flexibility.

increased user-preferred routes and climbs, a
greater capacity.

Terminal Domain. If enough users equipassive

Doppler weather radar capabilities, will begin to
replace the existing systems starting about 2015.

'Elqwer/Airport Surface Domain. ASDE systems

lives. Surface surveillance will rely on ADS sur-
veillance with multi-lateration or other more cost-
ﬁa‘ective technologies for preventing runway in-
cursions.

16.2 Summary of Capabilities

ADS ground stations will be installed to providel he evolution of surveillance capabilities is
ADS for up to 150 terminal areas. Target datéepicted in Figure 16-2

from the ADS ground stations will be processe
for display on TRACON controller workstations.
The ADS system will also be used for monitorin
instrument approaches to closely spaced paral
runways.

Tower/Airport Surface Domain. AMASS func-

gir Surveillance

él’he ADS-B concept is expected to provide an im-

Rertant air-air surveillance capability. Aircraft
equipped to receive ADS-B transmissions will be
able to display the position of all ADS-B-
equipped aircraft in their proximity on CDTI dis-

tionality will be incorporated into the tower auto-plays. This capability will improve aircrew situa-

mation system and installation of ADS groundional awareness, increase approach and departure

stations will be completed. Installation of the nevefficiencies, and improve oceanic maneuvering. It

Air-air surveillance

Enhanced weather displayed to en route controllers

Basis for traffic information service

Improved traffic detection and safety

New
ASRs and
ASDE

NEXRAD
on DSR

Surveillance in oceanic

ADS
Ground
Stations

GPS Data via
SSR (GICB)

ADS
Oceanic

airspace

Improved tracking and prediction

Extend/improve surveillance services

Improved traffic and weather detection

Figure 16-2. Surveillance Capabilities Summary
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will enable pilots to assume responsibility for sepaeering. However, the addition of the new surveil-

aration in certain circumstances. lance capabilities (such as those associated with
_ _ GICB messages and ADS-B, data and target fu-
Air Traffic Control System sion, and new mapping techniques) is expected to

Weather data from next-generation weather raddessy considerable human factors requirements on
(NEXRAD) will be available to en route control-the ATC automation displays, aircrews, and con-
lers via WARP, enabling long-range primary ratrollers. The associated human factors effort will
dars to be phased out. Primary radars will cofiecus on the impact of new surveillance technolo-
tinue in use in terminal airspace and for airpogies, equipment, and methods on pilots, control-
surface surveillance. SSRs will continue in use ilers, and maintainer interfaces, including:

both terminal and en route airspace. . ) ) )
* Identifying informational requirements and

ADS will be introduced to provide a surveillance  integrating information from new or multiple
capability in oceanic airspace. The capability is  sources (such as the integration of ADS sur-
based upon ADS-A, which uses position reports yeillance data with other radar data) in ways

transmitted from FANS-1/A- or ATN-equipped o facilitate development or modification of
aircraft via SATCOM, HFDL, or other subnet-  ggsential DSSs

works. o - _
Application of reduced minimum separation

The terminal primary radar system will become gt qards for the controller and aircrews

all-digital with significantly improved capabili-
ties, such as better detection of small aircraft at Prototyping changes to tasks and procedures
low altitudes and dedicated weather detection and that take advantage of new surveillance capa-
processing. Primary radar for surface surveil- bilities (such as Sl and increased surveillance
lance, coupled with conflict prediction capability,  accuracy derived from GPS data).

will be installed at a significant number of air-

ports to improve surface operations and safety. The surveillance capab_|||'F|es enV|s_|0ned for the
future (such as authorizing an aircrew to use

All SSRs will have an Sl with GICB capability toADS-B CDTI for self-separation) will require
elicit position and velocity (presumably GPS-dedevelopment of suitable cockpit displays and
rived) from the navigation system of suitablyprocedures. Controllers will require DSS tools to
equipped aircraft via the Mode-S transpondegssist them in monitoring and appropriately inter-
The resultant tracking accuracy will improve theeding to ensure safe operations.

performance of controller automation tools, such

as conflict probe and requested flight path (tridl6.4 Transition

planning), which support pilot routing and rerout-

ing preferences. Primary Radars

Implementation of ADS in the domestic airspac#formation from en route primary radar systems
(based on ADS-B) will enable surveillance serwill not be used for ATC after NEXRAD weather
vices to be extended to new areas and improveddata become available on ARTCC controller dis-
existing areas. ADS will support surface operaRl@ys. It is expected that those radars required by
tions, thereby improving airport utilization duringPOD (ARSR-4s, some interior radars, and the
reduced visibility conditions. In conjunction withFPS-117 radars in Alaska) will be supported by
AMASS, ADS will increase protection againstPOD until the end of service Ilfe,.although cur-
runway incursions. ADS will also improve airportr€nt agreements call for FAA maintenance. Ter-
utilization by providing the capability to monitor minal primary radars will be retained to provide
simultaneous approaches to closely spaced pa,@dependent surveillance. The principal transi-
lel runways in all weather conditions. tions are:

* Complete deployment of ASDE-3, ARSR-4,

. and ASR-9 equipment
The surveillance systems themselves are not ex-

pected to require significant human factors engt- Replace ASR-7 and -8 radars with ASR-11

16.3 Human Factors
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Decommission the primary en route radars
(ARSR -1, -2, -3, FPS) not required in accor-

Replace en route ATCBIs-4 and -5 with
ATCBI-6

dance with FAA/DOD joint agreements
Leapfrog Mode-S from ASR-7 and -8 sites to

 Deploy new airport surface movement detec- AgR_g sites

tion equipment with conflict prediction capa-
bility « Upgrade SSRs with GICB and ASTERIX ca-
. Perform a service life extension for ASR-9  Pabilities

and ASDE-3/AMASS radars » Perform a service life extension for Mode-S
» Decommission any remaining en route pri- radars.

mary radars (ARSR-4, FPS-117)

* Replace ASR-9 and -11 radars with a new te

minal radar that includes SSR and terminglps in domestic airspace will be based on ADS-
Doppler weather radar (TDWR) capability. B: in oceanic airspace, it will be based upon
ADS-A. The Safe Flight 21 program is intended
to support development and evaluation of ADS
The SSRs will be retained to provide cooperativground stations and the automation processing
surveillance compatible with Mode-A/C tran-and display of ADS-derived information. If
sponders and redundancy in case dependent sgfipugh users equip with ADS-B avionics, a suc-
veillance is interrupted. All SSRs will feature Slcessful Safe Flight 21 program is expected to re-
Capablllty in order to utilize GICB transponder resylt in deployment of ADS ground stations. F|g_
plies. The principal transitions are: ure 16-3 shows the transition schedule for the
ADS systems. The principal transitions are:

ﬁutomatic Dependent Surveillance

Secondary Radars

e Deploy remaining PRM systems

. - . - =
* Upgrade ASR-11 beacon with SI capability « Install oceanic ADS-A capability %
(2]}
(A4 08 |99 (00 |0 0 0 04 |0 06 |0 08 |09 0 4
NAS Modernization Phases Phase 1 Phase 2 Phase 3
Transitionsteps | 1] Step2 Step 3 Step 4 Step 5
Terminal ASR-7,-8
Primary ASR-9 SLEP ASR-9 ASR-9
En Route D
Primary ARSR-3 DOD Use Only
ARSR-4 DOD Use Only
Tower
Primary |ASPE2 ASDE-3 SLEP ASDE-3 ASDE-3
New Airport Surface Movement Detection Equipment
Secondary ATCBI-4, -5 ATCBI-6, ASR-11 Beacon
RADAR . SLEP
Mode-S Mode-S Mode-S
NAS: .
Dependent ADS-B Ground Receivers
Surveillance Oceanic:
ADS-A Ground Processors and Display

Figure 16-3. Major Surveillance Systems Transition
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1998 Constant Dollars
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1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Figure 16-4. Estimated Surveillance Costs

» Complete ADS-B, Traffic Alert and Collision 16.6 Watch Items

Av0|dance.Sy_stem (T.CAS)’ and CDTI Stan'Decommissioning long-range primary radars de-
dards for air-air surveillance

pends on the availability of a WARP-provided

« Based on air-air surveillance, provide enNEXRAD weather data presentation on the new
hanced approach/departure and oceanic mARTCC displays now being installed. The WARP
neuvering services program is on schedule to be fully operational in

all ARTCCs during Step 2.
* Develop ADS ground stations and improved _ .
surveillance systems via the Safe Flight 2ADS, based on ADS-A and ADS-B, is the major

ADS-B program new ground surveillance capability envisioned for
_ _ oceanic and domestic airspace, respectively. The
* Deploy passive ADS ground stations: initial development and evaluation of ADS, as

To extend en route surveillance coverage tg'c | & ADS-B for air-air surveillance, depends
9€ '%n a number of significant technological develop-

new areas ments involving avionics and ground equipment,

—To en route, terminal, and airport surface loand operational demonstrations planned for the
cations throughout the NAS. Safe Flight 21 program, slated to occur during
Step 2. Results of the Safe Flight 21 demonstra-

Other Surveillance Support: tions will be subject to evaluation by both the

FAA (through the Investment Analysis process)
and users to determine subsequent investments
« Perform service life extension for ASDE-3and implementation in the NAS. It is evident that

 Complete AMASS implementation

and AMASS. FAA and user decisions must be linked, because
ADS is dependent on user investment in avionics.
16.5 Costs Avionics manufacturers are expected to create

and integrate GPS-WAAS/LAAS receivers and

FAA estimates for research, engineering, and dg@ps.g avionics for aircraft slated to participate
velopment (R,E&D), facilities and equipment, gafe Flight 21.

(F&E), and operations (OPS) life-cycle costs for

surveillance architecture from 1998 through 2013,0 use aircraft-derived position data for surveil-
are presented in constant FY98 dollars in Figutance and tracking, the SSRs must all be config-
16-4. ured with Sl and ASTERIX in Steps 2 and 3. ATC
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automation systems will need to be configured tdowever, the FAA will deploy ADS-B listening
receive and process the enhanced surveillangfround) stations as users equip with ADS-B avi-
data. onics. A long transition period to ADS-B is antic-

A major watch item is the rate at which users ifPated. This requires the FAA to continue provid-
stall ADS-B avionics during Steps 2, 3, and 4ng surveillance services using primary and sec-
The rate of equipage will be determined by facndary radar.

tors such as avionics cost, availability, and per-

ceived user benefits. The realization of expectédPS in oceanic airspace will be based on position
user benefits, such as improved vectoring and s@ports data linked by satellite, high frequency
quencing and flexible routes, will depend on theata link, or other subnetworks to FAA oceanic
rate of user equipage, procedural developmerfontrollers. Airlines are ordering the FANS avion-
and FAA capability to process GPS data providegds needed for navigation and data link reporting
by aircraft avionics. via SATCOM. The FAA program to acquire the
This architecture continues to provide surveileciprocal necessary ground equipment and auto-
lance, independent of user equipage with ADS-Bnation capabilities is under consideration.

|_
<
o
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17 COMMUNICATIONS

The NAS communications architecture provides tiher described in Section 21, En Route; Section
plan for achieving reliable, timely, efficient, and22, Oceanic and Offshore; Section 23, Terminal;
cost-effective transfer of information among NASand Section 24, Tower and Airport Surface. The
users and between NAS users and the external éiata link system and services are described in
vironment. It addresses communications techndbection 17.1.4, Data Link Service.

ogy and standards, telecommunications system L )

integration and partitioning, network operationd /-1 Communications System Evolution

and management, and transition. The architectufée FAA has traditionally considered communi-

meets the concept of operations (CONOPS) reations networks in terms of air-ground voice

quirement for seamless communications acros®mmunications, ground-ground operational

domains and information sharing among all NASoice and data communications, and agency (ad-
users. It also provides for the subnetworks needstinistrative) voice and data communications. The
to support NAS resectorization in the future. communications architecture proposes to inte-

In order to facilitate the NAS architecture plan—grate these networks to improve interoperabiliy,

: S : unality of service, network security, and surviv-
ning process, the communications system is

vided into three elements: Interfacility Communi- bility while reducing the cost per unit of service.

cations, Intrafacility Communications, and Mo-Most ground-ground transmission systems will be
bile Communications. consolidated within a common network infra-
structure that will integrate administrative and op-
erational communications systems for inter-
Pacility transmission of voice, data, and video.

» Interfacility CommunicationsConsist of the
networks that transmit voice, data, and vide
information among FAA facilities and that
connect to external facilities. Interfacility The NAS will migrate to a digital telecommun-
communications connect with intrafacilityications infrastructure to take advantage of new
communications and mobile communicatechnology and the growing number of digital ser-
tions. vices. The telecommunications infrastructure will

also support current analog voice switches and

» Intrafacility CommunicationsConsist of the
Iéagacy protocols.

networks that transmit voice, data, and vide
to users within a facility. Intrafacility net- The domestic air-ground system will migrate to
works interface with interfacility networks to digital technology for both voice and data com-
connect users within a given facility to usergnunications. Oceanic communications will mi-
in other facilities or to mobile users. grate to International Civil Aviation Organization
¢ Mobile CommunicationgConsist of networks (_ICAO)-compllant aerona_utlcal te_IeC(_)mmunl_ca-

tion network (ATN) data link applications using

that transmit voice and data among mobile. . )
users. These networks interface with interfaﬁ—Igh frequency (HF) and satellite-based links.

cility networks to provide communications17.1.1 Interfacility Communications System
paths between mobile users and users withfyolution

a facility. Two types of mobile communica}-.l.he NAS interfacility system is expected to lower

tions cr;etworks "?“et.“SEd ”t1 thi I\iﬁst alcommunications costs while providing qualitative
ground communications NEworks that Supseyjce improvements and future growth capacity.
port air traffic control and ground-ground net

. .. A decisive change at this time is critical for two
wor_ks tha'_[ support maintenance and adminigg 35ons, First, new data communications require-
trative activities. ments will greatly increase recurring costs unless

Information exchange among NAS users involves significant communications redesign occurs

one or more of these elements. Air-groundow. Second, the upcoming expiration of the Fed-

communications, for example, use all three eleral Telecommunications System 2000 (FTS
ments of the communication system. Various af2000) and Leased Interfacility NAS Commu-
plications of the communications system are furications System (LINCS) transmission facilities
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and service contracts are likely to provide the tinpartitioned into four (or more) virtual private net-
ing window for significant improvements that theworks—two for voice and two for data and video
FAA must be prepared to take advantagé of(see Figure 17-1). Other VPNs may be added to
When completed, the NAS interfacility communi-meet special needs (e.g., security requirements
cations system will consist of several logical netmay require a separate VPN for Internet commu-
works supported by a predominantly leased physications).

ical infrastructure. This logical and physical net- _

work architecture is essential to NAS modernizd=0mmon Physical Network Infrastructure.

tion. The common physical network infrastructure is a
_ shared physical networking environment that in-
Logical Network cludes transmission, switching, multiplexing, and

Design. The interfacility communications systemrouting facilities. The common physical network
will provide a set of software-defined networksnfrastructure uses VPN technology to meet dif-
that are logically partitioned to provide connectivferent administrative and operational performance
ity between facilities. Each logical partition will requirements. It will also use a mix of transmis-
support independent virtual private networksion services and service providers to achieve the
(VPNSs) that share common telecommunicationdesired level of reliability and path diversity at the
resources. VPNs have most of the features ofl@vest cost.

private network while providing very reliable

. . The current physical communication networks
communications at a lower unit cost. pny

consist of transmission systems (e.g., LINCS, ra-
The interfacility communications system willdio communications link (RCL), and television
consolidate networks in order to transport operanicrowave link (TML)); switching systems (e.g.,
tional and administrative traffic over the saméational Airspace Data Interchange Network
physical links. However, traffic will be logically packet switch network (NADIN PSN)); and mul-

The Networking Space I

Integrated Voice Services

FTS 2001 Voice Services

™~

VPN Agency Voice Fax/Dial-Up

VPN Operational Voice

Common
Network
Infrastructure

ADTN 2000

Follow-On Data/Video

Services Integrated Data/Video Services

VPN Agency Data/Video VPN Operational Data/Video

Figure 17-1. Logical Network Architecture

1. Note that the integrated communications system procurement does not include the following: air traffic control voice switches
the Alaskan NAS Interfacility Communications System (ANICS) ground infrastructure, digital airport telecommunications,
administrative dial switches, or air-ground and mobile communications equipment and services.
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tiplexing systems (e.g., data multiplexing networlample, may receive dedicated bandwidth, while

(DMN)). In the future, digital switches or routersless critical voice services may receive a variable
at each ARTCC will replace existing multiplexerbit rate service that consumes less bandwidth and
equipment. These various networks will be intemaintains low connect times.

grated by using a single transmission technologx, _ _
such as asynchronous transfer mode. gency Data/Video VPN.VPN services pro-

vided by the integrated telecommunications infra-
Asynchronous transfer mode technology allowsycture will be used for data networking, fac-

the replacement of dedicated physical trunks wit§jje. dial-up, and video services needed for
virtual private trunks for operational traffic (cur-eaa pusiness operations. Services will be as-
rently the largest communications expenditure). Kigned priorities according to business operations
also provides a number of bandwidth-saving effiraquirements. The integrated telecommunications
ciencies, including channel release during MGufrastructure will also feature networking
ments of audible silence and compression of adehemes to manage transmission control protocol/
ministrative voice (currently the largest trafficinternet protocol (TCP/IP)-based information and
category). This technology can also providggminjstrative data and video information.
multicasting, dynamic bandwidth allocation,

quality of service guarantees, priority and preoperations Voice VPN.VPN services provided
emption for critical and essential services, andy the integrated telecommunications infrastruc-
survivability for operational-critical and essentiature will be used for voice communications for
services. NAS operations. This VPN will have the highest

Each user application, whether operational or afjfiofity Seérvice in order to meet NAS voice opera-
fional requirements. Operational voice services

ministrative, is assigned its own quality-of-ser="-""°" : L
vice and priority. The highest priority would ber€quiring extremely high availability may be con-

used for critical operational traffic. Low-priority 19ured V‘r':th a pe_(rjmar:jenc}_ wrtu(;all cireutt _cI_assTc;:‘
traffic would use the gaps between higher-priorityS'VIce that provides dedicated connectivity. The

traffic and any overflow capacity. Use of asyn__perat_ip_ns voice VPN .Wi” include _major air traf-
chronous transfer mode over satellite links paF'—C facilities, such as air route traffic control cen-
ticularly over the FAA Telecommunications Satiers (ARTCCS)Z 't'ermlnal radar apprqach control
ellite System (FAATSAT), could also provide bet_(TRACON) facilities, and airport traffic control

ter bandwidth utilization and better integratiofOWers (ATCTS).

with terrestrial networks. Operations Data/Video VPN. VPN data and
Frame-relay technology appears to be useful fyideo services available in the integrated
data applications at sites where the total data relecommunications infrastructure will provide
quirement for network access is in the 64 Kbps the data networking and video capability needed
1.544 Mbps range. This would require installingor NAS operations. The logical network design
frame-relay access devices at small FAA siteemployed within the VPN framework will satisfy
The frame-relay access devices can be connectyeerational requirements for critical data and
to either a frame relay or an asynchronous transfédeo services by using the appropriate class of
mode network. service connections.

|_
<
o

Agency Voice VPN/Fax/Dial-Up.\Voice services =
available through the Federal Telecommunica-
tions System (FTS 2000) contract will be replaceBxternal Interfaces. Gateways and routers will
by an integrated telecommunications infrastrugrovide external communications interfaces for
ture that provides different classes of networthe Department of Defense (DOD), aviation in-
connections and virtual circuits for all voice serdustry users, service providers, and international
vices needed to support FAA administrative funcagencies. Access gateways or routers will be used
tions. The classes of services implemented in tihhetween the appropriate FAA VPN and the airline
administrative voice VPN will depend on usepoperations center network (AOCNet). Aviation
needs. Those requiring high availability, for exindustry access will facilitate traffic flow manage-

hysical Network Design
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ment (TFM), collaborative decisionmakingmultipoint circuits and are used only a few min-
(CDM), and other similar initiatives. utes per hour.

Network Management and Operation.The in- . . .
o ) .Voice switches in the current system are not capa-
tegrated telecommunications infrastructure wil

. . . e of switching calls through to another switch
interface with the operations control centers an o . .
Tandem switching) and typically do not provide

exchange both real-time and non-real-time info : ) : .
. - : supervisory signaling. In cases where supervisory
mation. The telecommunications infrastructure.

. , : Signaling is provided, it is typically provided in-
will provide the following network managementband’ which forces switches to rely on dedicated

services: : ) o S
point-to-point or multipoint circuits for connec-
* Real-time information exchange tivity to other switches. This results in a highly in-
— User help desk for service restoration and efficient use of communications bandwidth, given
coordination the NAS voice traffic loading profile.
— Network performance statistics Today's interfacility data communications pro-
— Hardware and software configuration vide a variety of circuits and connection types be-

tween FAA sites. At the transmission level, RCL,
TML, and low-density radio communications link
» Electronic security (LDRCL) use analog and digital microwave cir-
cuits; FTS 2000 and LINCS use copper and opti-
o cal fiber circuits; and Alaska NAS Interfacility
— Network statistics Communications System (ANICS) and FAAT-
— Network planning SAT use satellite circuits. The FTS 2000 contract
expired in 1998 and will be replaced by the FTS
2001 contract.

— Remote equipment status

* Non-real-time information sharing

— Billing and accounting data

— Port utilization data.

The data switching environment largely consists
of separate, lightly loaded, low-bandwidth net-
works. The technologies used include a 1960's
. . . . o Pnessage switch network (i.e., NADIN message
25,000 interfacility point-to-point and multipoint switch network (MSN)), several 1970's asynchro-
circuits for air traffic services—of which roughly nous systems used for'weather data collection and

60 percent are used for voice and_ 40. percent { [stribution, a 1970’s X.25 packet switch network
data. FAA voice and data communications are oj-

ten combined (multiplexed) over backbone trans- & NADIN PSN), which is currently being up-

mission svstems. althouah thev are generally h '[aded to modern frame-relay capabilities, and a
y ' 9 y g y MN that uses analog transmission circuits. Each
dled separately on the access netwérkgost

voice and data circuits are leased on a mont fietwork is administered, operated, and main-
. C . ) ined separately and is generally unable to back
basis from communications service providers.

the approximately $300M spent by the FAA on p the other networks.

telecommunication_s in_ FY95, nearly 60 percent,a way the FAA is improving network effi-
was for recurring circuit costs. ciency is through the use of bandwidth manage-
Today’s interfacility operational voice communi-ment systems that are capable of switching be-
cations are based on voice switches with analdégeen independent transmission networks (e.g.,
voice output. Since the vast majority of interfacilRCL, LINCS, FAATSAT). Bandwidth manage-
ity voice trunks are digital (provided by LINCS),ment provides the ability to multiplex voice and
the analog voice signal must be digitized before data over higher-capacity trunks when it is cost-
is transmitted. Operational voice circuits are usteffective and simplifies transition to other service
ally configured as dedicated point-to-point angroviders.

17.1.1.1 Interfacility Communications System
Evolution—Step 1 (Current—1998)

It is estimated that the FAA employs more tha

2. Low-speed data circuits are routinely combined on the FAA's DMN to achieve cost savings on interfacility circuits.
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Except for high-end video conferencing, alSwitches based on analog technology such as the
agency data requirements are met by the Admiamall tower voice switch (STVS) will be pro-
istrative Data Transmission Network 2000vided, if cost-effective, with ear and mouth
(ADTN 2000). ADTN 2000 employs multiproto- (E&M) signaling and connected to a channel bank
col routers in conjunction with a frame-relay cor@r a network termination device in order to inter-
to carry monthly traffic in excess of 300 gigabyteface with the digital network. Future voice
with an average delay under 200 milliseconds arsvitches will not require legacy interfaces.

availability of 0.999. o _ ] _ _
Data communications to international air traffic

17.1.1.2 Interfacility Communications System  services (ATS) facilities will evolve from the ex-
Evolution—Step 2 (1999-2008) isting aeronautical fixed telecommunications net-

To meet FAA communications growth in the nexwork (AFTN) infrastructure to an ATN-based
century, the interfacility communications systentfrastructure. Most of the FAA's telecommunica-
consolidates most of the transmission systems afi@ns systems (RCL, LINCS, FTS 2001, NADIN
voice and data networks within a single integrated SN, NADIN PSN, and the bandwidth manager)
communications infrastructure that offers intewill be incorporated in the integrated
grated voice, data, and video services across tféecommunications infrastructute.

NAS. The new telecommunications infrastructur NICS. FAATSAT, and the DMN will be inte-

\lljvrlllilt [C)(r)?s\{|de improved performance at a lowe grat(_ed next. The LDRCL, however, will remai_n i_n
service as a separate FAA-owned transmission
The NAS ground-ground operations voice netsystem. Figure 17-2 provides an overview of the
work will transition from a point-to-point network NAS interfacility environment as it will appear in
using dedicated trunks to a switched network th#tis step. Edge devices (e.g., the edge/access de
provides bandwidth on demand. The FAA willvice shown in Figure 17-2) will physically inter-
migrate from analog switch interfaces that use irtonnect the integrated backbone network with
band signaling to digital interfaces and out-ofltegacy local area networks (LANs) and switches.
band signaling. Air traffic control (ATC) switchesThese edge devices will initially route internet-
that currently use digital technology will have anwork packets, but may evolve to provide both
alog interfaces replaced with digital interfacesiouting and switching functions. NADIN MSN

Geosynchronous
Satellite

|_
<
o

Remote FAA
Facility

Cfs

Edge/Access
Device

Telecommunication
Infrastructure Backbone
(Including Alaska & Hawaii)

with Virtual Network
ERAD | small FAA
Facility

Connections

FRAD = Frame Relay Access Device

Figure 17-2. Interfacility Architecture in 2008

3. Mission Need Statement (MNBAA Telecommunications Infrastructunes approved in May 1998.
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will be rehosted and will connect directly to arfollowed by implementing the integrated tele-
edge device. communications infrastructure, which includes
. _ LINCS replacement. LINCS circuit cutover and
gl'oll'ulti'gr:n_tgfgg'g“(/zggrg_rgg?g)a“Ons System network con_v_ersion _schedules will be bas_ed ona
2-year transition period. These cutovers will be as
The interfacility communications system looksexpeditious as possible to reduce the time needed
the same as the previous step, but undergoes teghsupport two networks. For safety, the old net-
nology refreshment, speed increases on accegsrk service will be maintained after cutover un-
trunks, and a new generation of NAS voice the new service has proven itself in a live envi-
switches with modern network interfaces is introronment. The communications transition schedule
duced. In addition to these qualitative improveshown in Figure 17-3 assumes a multiyear con-
ments, cell-based multimedia networks are exersion period that minimizes the impact on FAA

pected to become available at competitive pricegaff and ensures a sufficient period of dual opera-
from several vendors. In hard-to-service locationgon.

where access costs do not support diversity today,

the FAA may employ switched access to low7.1.2 Intrafacility Communications System
earth-orbiting (LEO) and medium earth-orbitingeyolution

(MEO) satellite-based networks. Many LDRCLs

will be phased out by competitively priced serintrafacility data communications evolution will
vices available from communications carriersfollow an approach similar to that used in the cur-
Where such service is not available, LDRCL wilrent administrative system (i.e., widespread use of
remain. commercial off-the-shelf (COTS) client-servers
and LAN/IP-based networks connecting op-
erational sites). This evolution is already in
progress in a large number of major programs,
Transition of interfacility communications begins(e.g., the display system replacement (DSR),
with replacement of the General Services Admirstandard Terminal Automation Replacement Sys-
istration (GSA) FTS 2001 contract. This will betem (STARS), weather and radar processor

17.1.1.4 Interfacility Communications Sched-
ule

CY B 981 99(00| 0 0 0 04 |0 060 08| 09|10 4
NAS Modernization Phases Phase 1 Phase 2 Phase 3
Transition Steps | Step1 | Step 2 [ Step 3

ANICS
Integrated

FAATSAT Telecommunications
Infrastructure

LINCS

T .
ransmission LDRCL*

RCL

FTS 2000/01

ADTN 2000 Integrated
Telecommunications

DMN Infrastructure

NADIN PSN + Data Switghing .

Multiplexing and + Edge Devices with
uDaltpa valvitgchin LINCS Asynchronous Transfer
g Mode and Frame Relay
Bandwidth Manager * Routers with TCP/IP
NADIN MSN *LDRCL may be provided as GFE

Figure 17-3. Interfacility Communications Transition
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(WARP), center TRACON automation systeniThe administrative data environment is supported
(CTAS), enhanced traffic management systefny the Office Automation Technology Services
(ETMS), Operational and Supportability Imple-(OATS) contract, which provides modern per-
mentation System (OASIS), and host interfaceonal computers and Ethernet LANSs for all of its
device (HID)/NAS LAN). Like the interfacility office facilities.

network that connects operational sites, a number, . I

of special features are needed at ATC sites to eh’-1-2:2 Intrafacility Communications System
sure high availability (e.g., physical, electrical, volution—Step 2 (2000-2004)

and power diversities). The basic system conkxisting data communications (such as weather)
ponents (i.e., LANSs, routers, switches, and secudll be transitioned to IP-based communications
rity access servers) are common to both the iprotocols. Surveillance data will be converted
terfacility and intrafacility environments and willinto a common format, the All Purpose Structural
also provide support for low-speed videdEUROCONTROL Radar Information Exchange
transmission. (ASTERIX), for transmission of data from radars
to ARTCCs and TRACONSs. IP multicasting ca-
pabilities will route data collected for one applica-
tion (e.g., surveillance, WARP, and integrated ter-
minal weather system (ITWS)) to other applica-
17.1.2.1 Intrafacility Communications System tions (e_g., those for air traffic management).
Evolution—Step 1 (Current—1999)

Today's intrafacility system carries all voice an

Intrafacility ATC voice communications will con-
tinue to be provided by FAA-owned switches fo
the foreseeable future.

dSome agency LANs and facility cabling may be

data communications exchanges within facilitie??orriora:ed 'T th_e mtegrtatedLZonm_unlcatllgns
and provides services tailored to the large rastructure, leaving existing s (ie., '

ARTCCs and TRACONS as well as the smalle TARS) in place: Figure_ 1r-4 p_rovides an over-
towers. view of the NAS intrafacility environment in this

step.
There are approximately 480 air traffic services -p _ o _ _
voice switches consisting of eight different modVoice switches in this step will continue to pro-
els from three vendors. These voice switchadde their current intrafacility functions.
come in various size_s and configuratio_ns anql ir1'7.1.2.3 Intrafacility Communications System
clude the STVS, rapid deployment voice SW'tC'Evqution—Step 3 (2005-2015)
(RDVS), integrated communications switching
system (ICSS), traffic management voice switch;dge switches will be deployed, intrafacility
voice switching and control system (VSCS)communications speeds will increase, and proto-
emergency voice communications systerﬁ0| standardization will be established in the LAN
(EVCS), and the soon-to-be-deployed enhancétpmain. Deployment of fewer, more versatile
terminal voice switch (ETVS). The intrafacility Protocol stacks will reduce maintenance support
intercom services they provide are fundamentalgnd troubleshooting and improve interfacility and
the same in each. application-to-application communications. The
, _ . L telephony environment is expected to be inte-
Virtually all intrafacility data communications oc- rated via a cell-based protocol running over the

cur at speeds of 64 Kbps or slower. Althougli zN;: this opens the possibility of higher levels of
planned, there are no general-purpose LANSs Let

. . . Hegration (i.e., data, video, and voice). Cur-
the air traffic data environment today. The resu ntly, gigabit LANs are being developed by in-

is that each local system must be directly conygq4ry ‘and standards are being redefined.
nected to another system it shares information

with. The addition of new automation softwarelhe FAA will acquire a new generation of ATC
and hardware combined with the large number ebice switches to replace its aging and hard-to-
protocols and interfaces required thus results inmaaintain inventory. The next generation of digital
complex and hard-to-maintain system. The physswitches will likely come in several sizes and will
cal accumulation of wiring in many sites alsaneet the requirements of the future ATC voice
poses severe restraints on access and upgradesietwork. Voice switches will provide the in-
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Figure 17-4. Intrafacility Architecture in 2004

trafacility functions required to support the newlevelopment projects provide their own computer
CONOPS. hardware and much of the required communica-
etéons equipment. This has led to an array of com-

Because of the high cost of customized switch A ) ) .
a number of smaller FAA facilities, both opera—.mun'c"’mon equipment types, compounding facil-

tional and administrative, might be economicalhY infrastructure and maintenance problems. The

served by off-site switching. Switches will be re €W approach stipulates use of COTS equipment
placed as follows: (clients, servers, LAN switches, network interface

cards (NICs), routers, fax machines, etc.), and, in

+ ICSS, RDVS, and STVS will be replaced byparticular, protocol converters. The integrated
the voice switch replacement system. telecommunications infrastructure will offer LAN

« ETVS will be gradually replaced by the Vc,iceequ_ipment along Wit_h site installat_ion_ and Wiring
switch replacement system. assistance. EVCS will be decommissioned and in-

) corporated into the follow-on integrated commu-
* VSCS will be replaced after 10 years of serpjcations infrastructure.

vice.

Figure 17-5 provides an overview of the NAS ind7-1.3 Mobile Communications System

trafacility environment in this step. The mobile communications system consists of
. o air-ground and ground-ground components. The
17.1.2.4 Intrafacility Communications air-ground component provides communications
Schedule . :

. ] ] - _ paths between controllers and pilots in both do-
The transition to this new intrafacility environ-mestic and oceanic airspace. The ground-ground
ment is already in progress as evidenced by t@mponent (see Section 17.1.3.2) consists mainly

deployment of the American National Standardgt portable radios used by maintenance personnel.
Institute/Institute of Electrical and Electronics

Engineers (ANS|/|EEE) 802.n—comp|iant H|D17.1.3.1 Air-Ground Mobile Communications
NAS/LAN and the prototyping of various new IP/Current NAS air-ground communications are pro-
LAN-based applications. Figure 17-6 shows theided by an analog system using HF, very high
intrafacility communications transition schedulefrequency (VHF), ultra high frequency (UHF),
Under the current acquisition system, applicatioand satellite communications (SATCOM) radios.

17-8 — GOMMUNICATIONS JANUARY 1999



ARCHITECTURE — VERSION 4.0

Interfacility Access Edge/Access Device

Modern =
Applicationg

| &
\I

e/ ]

Switching
Infrastructure
(Modem with Legacy
Protocols)

Legacy

Application Video
Services

Server

Intranet Services

Figure 17-5. Intrafacility Architecture in 2010

Only limited data transmission capability exists iriure Air Navigation System (FANS)-1/A). As the
domestic airspace (predeparture clearance aNAS is modernized, however, this balance will
digital air traffic information service) and in oce-shift toward ATN-compliant data communica-
anic airspace (waypoint position reports via Fuions and attention must be focused on the radios,
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Figure 17-6. Intrafacility Communications Transition

JANUARY 1999

COMMUNICATIONS —17-9



NATIONAL AIRSPACE SYSTEM

processors, and applications needed to suppedmmunications—may eventually play a larger
data transmission. A discussion of data link sysele in other communications services.

tems and services is found in Section 17.1.4. The

various applications are covered in Section 21, ER/.1.3.1.1 Air-Ground Mobile Communica-
Route; Section 22, Oceanic and Offshore; Sectidi®ns System Evolution—Step 1 (Current—

23, Terminal; and Section 24, Tower and Airpor998)

Surface. At the center of air traffic communications is the

In domestic airspace, voice communications foy HF/UHF air-ground mobile voice communica-
ATC operations are provided by VHF radios opertions system. This aging analog system has ap-
ating in the aeronautical mobile communicationBroximately 50,000 ground-based radios at nearly
band (118-137 MHz) and UHF radios operating,000 sites. The radios operate in a simple push-
from 225 to 400 MHz. (UHF is used to communito-talk mode, with the same frequency being used
cate with military aircraft.) A 4-percent annualfor both controller-to-pilot and pilot-to-controller
growth in VHF channel requirements over th&ansmissions. There is growing concern over the
past 20 years has used up most of the availafflgesent VHF communications system because of
channels. As a result, current requests for resdfcreasing channel assignment requirements, low
torization and new services are being denied Fhannel utilization, voice congestion on high-ac-
many cases, and certain services, such as weattiéfy channels, moderate service availability,

advisories, are being limited in high-traffic denhigh failure rates (with older radios), susceptibil-
sity areas, such as Chicago. ity to channel blockage (“stuck mike” and “step-

_ _ . on”), increasing radio frequency interference, and
For technical and economic reasons, a joint FAR -1 of security.

and aviation industry decision was made to im-

plement very high frequency digital link (VDL) In addition to VHF air-ground communications,

Mode-3 domestically to solve these problems. Asther currently deployed systems include: Sky-
a result, the next-generation air-ground communiinks, which uses HF and satellite communica-
cations system (NEXCOM) will be an integratedions for oceanic voice and data; recovery com-
voice and data system that uses the currently asunications used by site service technicians;
signed 25 KHz VHF spectrum. This differs fromtower data link services (TDLS); and the meteo-
the interim solution planned for European airrological data collection and reporting system
space, which subdivides the current 25 KHz spa(MDCRS).

ing into 8.33 KHz channels.
17.1.3.1.2 Air-Ground Mobile Communica-

In oceanic airspace, air traffic voice services arg) o System Evolution—Step 2 (1999-2005)
provided over HF radio using a communications

service provider. The only currently availableA new service provider network, VDL-2, will be
means by which to conduct oceanic data commused initially by one ARTCC to provide limited
nications is SATCOM, but high frequency datafTC data link service for en route airspace.

link (HFDL) service is _expected to provide a rell-.l.he existing domestic air-ground system (com-
able, low-cost alternative.

posed of VHF radios, backup emergency com-
Voice communications via HF radio are signifiinunications (BUECSs), and radio control equip-
cantly influenced by atmospheric and solar disturnent (RCE)) will continue to provide voice com-
bances. SATCOM voice communications are a reaunications during transition to the NEXCOM
liable alternative but have high installation andgystem. NEXCOM radios will be installed first in
transmission costs. Consequently, oceanic corall high-altitude and super-high-altitude en route
munications will evolve from relatively slow HF sectors. Initially, all multimode NEXCOM radios
voice message contacts to short duration SAWill operate in analog mode (i.e., emulate the cur-
COM data messages complemented by HFDient radios). En route sectors above Flight Level
and HF voice. Voice will always be required for240, however, will begin transition to digital
nonroutine oceanic communications. Satellitgoice mode operation near the end of this time pe-
voice—currently being explored for emergencyiod.
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Oceanic communications will migrate from pri-radio service will continue until the DOD equips
mary dependence on service provider HF voice tuilitary aircraft with NEXCOM radios. As users
data link service via satellite and HFDL. HF voiceequip with the avionics needed for data communi-
and SATCOM voice will remain available forcations, data services will migrate from VDL
backup. Mode-2 to NEXCOM, and new data link services
Il be provided directly by the FAA. NEXCOM
dios operating in analog voice mode will con-
Inue to replace legacy radios in order to sustain
the overall air-ground system.

Figure 17-7 depicts the mobile communicationf”
system (including air-ground communications) a
it will appear in this time period.

17.1.3.1.3 Air-Ground Mobile Communica- . . K
tions System Evolution—Step 3 (2006-2010) Service provider networks are expected to accom-

. modate new data communications applications in
The ground network infrastructure needed to SUBomestic and oceanic airspace. For oceanic com-

port data link services over NEXCOM, as aPP'Oxynications, satellites will be used increasingly

priate, will be deployed for operation in thefor new applications as the cost of satellite ser-
ARTCCs. vices declines. A transition to domestic air-
Most oceanic traffic will complete the transitionground satellite service is dependent on perfor-
to HFDL and satellite ATN-compliant data linkmance, equipage, and competitive pricing for ser-
communications in this time period. A dual protovice.

col stack is planned to maintain compatibility

with FANS-1/A-equipped aircraft in the ATN en-Figure 17-8 depicts an overview of the mobile
vironment. communications system as it will appear in this

time period.
17.1.3.1.4 Air-Ground Mobile Communica-

Selected high-density terminal airspace and tH& o>

associated low en route sectors will transition tdgency ground-ground mobile communications

digital NEXCOM service in this period. Civilian are modest but widespread. The FAA uses a large
aircraft flying instrument flight rules (IFR) in number of pagers, portable telephones, and mo-
these areas will require NEXCOM radios. UHRlem-equipped laptop computers. The latter are
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Figure 17-7. Mobile Communications Architecture in 2005
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Figure 17-8. Mobile Communications Architecture in 2015

used to access data bases on departmental seriBat link includes the computer-human interface
and to send and retrieve e-mail. (CHI) for pilots and controllers, applications soft-

_ _ ware in cockpit avionics and ground automation
The present method of procuring mobile commusystems, the data link applications processor, and
nications for maintenance and administrative U§e communications infrastructure (air-ground,

(e.g., pagers and mobile radios) is through thgrhorne, and ground communication systems).
FTS 2000 contract. This same method will behe previous section, 17.1.3, describes the air-

used in the follow-on contract, FTS 2001. ground transmission system that will be used for
_ o data link. This section, along with the automation
17.1.3.3 Mobile Communications Schedule sections, describes the applications software. See

The major events occurring during the mobileection 19, NAS Information Architecture and
communications  transition are shown in>€rvices for Collaboration and Information Shar-

Figure 17-9. ing; Section 20, Traffic Flow Management; Sec-
tion 21, En Route; Section 22, Oceanic and Off-
17.1.4 Data Link Service shore; Section 23, Terminal; Section 24, Tower

and Airport Surface; Section 25, Flight Services;
The purpose of data link applications is to faciliand Section 26, Aviation Weather.
tate exchange of ATC weather, flight service, and _ o _
aeronautical information between aircraft and number of data link applications will use ATN
ground systems. Data link is expected to redud@ Provide global, seamless, secure, and error-free
congestion on voice channels; reduce misufommunications between air- and ground-based
derstanding of instructions and information; reSystems. ATN will use multiple subnetworks (i.e.,
duce the need for transcribing messages by MPL, HFDL, and SATCOM) to provide this ser-
crews; reduce the workload of FAA ground perVICe.
sonnel, such as air traffic controllers and fligh : . I
service specialists; and facilitate CDM. The aviai7'l'4'l Data Link Service Description
tion user community—through forums such aPata link services will be implemented in stages
RTCA Task Force 3 and the Free Flight Seledb facilitate phased delivery of user benefits. The
Committee—has stated a firm need for data linktages also allow familiarization with the new
in order to achieve operational benefits. technology and orderly integration with the NAS
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Figure 17-9. Mobile Communications Transition

telecommunications and automation infrastrue- Flight Information Services:
tures. Initial services will provide a foundation for

X : — Flight Information Service (FIS
more advanced services and will evolve from 9 (FIS)

computer-to-human information transfer to in- — Meteorological Data Collection and Report- =

clude computer-to-computer information transfer. ing System (MDCRS) E
. . . <

Data link will provide three major evolutionary ~ — Terminal Weather Information for Pilots o

capabilities: (TWIP)

« Services that support communications be- - Traffic Information Service (TIS)

tween pilots and controllers « Decision Support System (DSS) Services.

e Ground-based services that provide releva|1t7 1.4.1.1 Controller-

information to pilots Pilot Communications

and Air Traffic Service

*  Decision support services that support coordepp|c is a means to provide ATS data services,
nation among flight decks, airline operationgyhich are currently voice-oriented, and to transi-
centers (AOCs), and air traffic managemenion some of these services to data link. The earli-
services for efficient flight management. gt stage of data link is currently in operation and

The data link section discusses services in the f@Upports communications such as predeparture

lowing order: clearances (PDCs) and digital automated terminal

. L ._information services (D-ATIS). A data delivery of

»  Controller-Pilot  Communications and Al 5,; clearance service is being tested as a proto-
Traffic Services: type capability at the Detroit Tower. In oceanic
— Tower Data Link Services (TDLS) airspace, FANS-1/A-equipped aircraft use data

link service via SATCOM to exchange all types of

ATC messages, including automatic dependent

— Controller-Pilot Data Link Communica-  surveillance addressed (ADS-A).

tions (CPDLC) Tower Data Link Service.The TDLS system au-
— Oceanic Two-Way Data Link Communica- tomates tower-generated information for trans-
tions (TWDL) Services mission to aircraft via data link. TDLS interfaces

— Data Delivery of Taxi Clearance (DDTC)
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with sources of local weather data and flight dataformation needed by pilots to operate more
and provides PDC and D-ATIS. PDC helps towesafely and efficiently in both domestic and inter-
clearance delivery specialists compose and deational airspace. FIS includes information neces-
liver departure clearances. The clearances asary for continued safe flight and for flight plan-
then transmitted in text form via the Aircraftning, whether in the air or on the ground.
Communication and Reporting System (ACARS _ - oo
to an ACARS—equippedp aircr?':\ft ):‘or re\fiew and)rhe rationale for providing FIS to the cockpit via
acknowledgment by the flight crew. The D-aATisdata link is to improve safety, increase NAS util-
application also enables controllers to formulatly: €fficiency, and capacity and reduce costs to
D-ATIS text messages for delivery. The ATIS texin€ user and the FAA. FIS is intended to com-
messages are then delivered to flight crews vi§ement, not replace, existing voice communica-
ACARS data link. An ATIS automatic voice—gen—t'gn_s' Inmal_FIS proqlucts for delivery to the cock-
eration function produces spoken broadcasts Jdt Include information on NAS status (e.g., no-

ing a synthesized voice to read the ATIS messaghCes 0 airmen (NOTAMs) and special use air-
space (SUA)) and meteorological information in

Data Delivery of Taxi Clearance.DDTC is be- text and graphic formats.

ing implemented as a prototype capability at the ) ) )
Detroit Tower for operational assessment by thelS depends on both public and private enterprise

FAA. DDTC, like PDC, reduces both the delay if® Provide affordable FIS products. To ensure ser-
communicating the clearance information as wel{iceS are developed and provided to the cockpit,

as any inaccuracies inherent in voice communic&1€ FAA will use private sector FIS wherever pos-
tions. The DDTC service will also use ACARSSIble to bring services and products to the market-

and, based on results, may be expanded to otfféce quickly and efficiently. The FAA will make
TDLS locations. NAS status and existing weather data available to

private data link service providers for the devel-
Controller-Pilot Data Link Communication.  opment of FIS products. Commercial providers
CPDLC will be implemented first in the en routemay make basic FIS products available, at no cost
environment in a four-step process to introduc® the government or the user, and may make
early benefits to NAS users while minimizing“value-added” products available for a fee. Such
technical and procedural risks during developgaroducts are likely to include graphical/textual
ment of the ATN-compliant system. Each of thes@eather dissemination, first as a broadcast ser-
steps is associated with specific automation sofice, then as request-reply. Enhanced FIS, the fi-
ware development and implementation activitiegal system, is likely to offer a mix of both govern-
(e.g., host computer software releases, DSR imment- and private sector-provided services.
plementation and upgrades, and data link applica- , _ _
tions processor (DLAP) implementation). Meteorological Data Collection a_nd Reporting

System. A number of today’s aircraft measure
Oceanic Two-Way Data Link Service FANS-1/  wind, temperature, humidity, and turbulence in-
A avionics enables Boeing and Airbus aircraft tgormation in-flight and automatically relay the in-
conduct TWDL. FANS-1/A-equipped aircraft will formation to a commercial service provider. The
have automatic dependent surveillance (ADS) cgervice provider collects and reformats the infor-
pability in FAA-controlled Pacific Ocean air- mation into MDCRS format and forwards it to the
space. Oceanic data link services will evolve tmational Weather Service (NWS). The NWS uses
ICAO-ATN-compliant communication servicesthis information and weather data from other
and applications over an extended transition pgources to generate gridded weather forecasts.
riod of accommodation for both FANS-1/A- andThe forecasts are distributed to airlines and the

ATN-equipped users. FAA to help plan flight operations. The NWS
. . . gridded weather forecasts generated based on
17.1.4.1.2 Flight Information Services MDCRS will also be provided to WARP for use

Flight Information Service. FIS will be pro- by meteorologists and to be forwarded to other
vided to the cockpit by data link in the future. FISautomation systems and tools, such as the User
information is defined as noncontrol advisory\Request Evaluation Tool (URET). ITWS will
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combine MDCRS with other terminal areamented with request-reply functionality, which is
weather information to create a high temporainitiated by the flight deck. In this case, a ground-
high horizontal resolution (5 minute/2 km) termi-based processor receives a downlinked request
nal area wind forecast. from the flight deck, compiles the requested in-
formation, and uplinks it to the aircraft for dis-

Terminal Weather Information for Pilots. ) . -
TWIP uses information from the terminal Dop_play. Next, data link will facilitate an automated

pler weather radar (TDWR) to provide near reafjownllnk of weather and aircraft state-and-intent

time aviation-tailored airport windshear and mi_lnformatlon to improve the prediction capabilities

cro-burst information to pilots in the form of textOf decision support and weather systems. Finally,

and character graphic messages over ACAR ata link will facil_itate a more extensive use (_Jf
The future transition of TWIP to ITWS will im- Ser—pre_ferred trajectories through the negotiation
prove the accuracy of weather information to thgf conflict-free tra!ectorles_ between the flight
cockpit. TWIP functionality will be incorporated eck and ATC service providers.

into the airport surveillance radar-weather syste ; : ;

processor (ASR-WSP) system, thereby extendir?g]ata Link Architecture Evolution

windshear coverage. By expanding the choices &tep 1 (1999-2002)CPDLC Build 1 will intro-
delivery mechanisms, it may be possible to exduce an initial ATN-compliant CPDLC data link
tend this capability to a broader community of ussapability at one key sitethe Miami ARTCC—

ers. for four selected messages over the VDL Mode-2
network. Four selected message types are poten-
tial candidates for this: transfer of communica-
jons (TOC), initial contact (IC), altimeter setting
essage (ASM), and predefined messages
DM). The TOC will be the first message type to
e tested. This leverages planned avionics up-

Traffic Information Service. The TIS applica-

tion is being fielded currently at 119 sites natio
wide. Using the Mode-S data link, a TIS groun
processor uplinks surveillance information gener,
ated by a Mode-S sensor to properly equipped a
craft. The aircraft TIS processor receives the da

. : “drades by the airlines to equip with VDL Mode-2
gnd _d|sp|ays the_ dat_a on the TIS display, provi or AOC communications and to participate in
ing increased situational awareness and an g

h q- d - bilitv for oil ATN data link trials in Europe. This approach
anced “see-and-avoid” capability for pilots. should ensure a reasonable population of suitably

17.1.4.1.3 Decision Support System Services equipped aircraft for initial operation and evalua-
tion. This key site evaluation will determine oper-

The most advanced set of capabilities will Comgiqnay tility and whether users benefits are suffi-
from the interaction of air and ground DSSs

) ; >>>cient to warrant further development. It will miti-
These expanded data link services are required9ia risks by deploying an operational tool to
integrate flight deck systems, such as flight marg, 5)ate system performance, training proce-
agement systems (FMSs) with advanced ATM Cgjres and human factors requirements and solu-
pabilities. The automated downlink of in-4q.c
formation, such as aircraft position, velocity, in-
tent, and performance data from flight managex multisector oceanic data link (ODL) that uses
ment systems to ground-based DSSs, widatellite communications is being installed to pro-
improve trajectory prediction and increase the agide a reliable data communications link between

|_
<
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curacy of these systems. pilots and controllers for FANS-1/A-equipped air-
17.1.4.2 Data Link Service Evolution (2000— craft. This data communications consists of inter-
20'08' énd Beyond) nationally standardized CPDLC messages for

- ) ] ) ] _routine air traffic control and free text messages
Initial data link services only involve mformatlon(see Section 22, Oceanic and Offshore).
to aircraft and require no reply from the flight

deck. The next stage of evolution adds controlletitial flight information services, such as weather
pilot dialogue capability to communicate strategito the cockpit, are currently available via a service
and tactical air traffic services messages that gpeovider. TIS, via Mode-S data link, are being
currently conveyed by voice. This will be aug{ielded at selected sites nationwide.
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Step 2 (2002-2004)CPDLC Build 1A expands sage prioritization that meets operational require-
the message set from 4 to 18 operational masents associated with the full ATN-compliant

sages, including pilot-initiated downlink mes-message set. NEXCOM will also satisfy commu-
sages. This build will continue to use VDLnications performance requirements needed for
Mode-2 technology. Minor changes to the edecision support services.

route automation system (i.e., Host/oceanic corg

AS-wide data link services will be available
puter system replacement (HOCSR)) and DLA rom a combination of service providers and the

are r‘?q“'fedv bUt. no upgrades are needed for KA. It will include the full CPDLC message set
avionics. Expansion will take place center by ceny g expanded FIS and TIS

ter to ensure an orderly transition to nationwide
implementation. Throughout this process, the re7.2 Summary of Capabilities

sults of the U.S and EUROCONTROL project e aic . ,
will be used to refine the cockpit and controlleﬁ-Odays air-ground radio system was designed for

human factors and refine the message set fz‘%)galog voice but has been adapted to provide lim-
CPDLC Build 2: this will provide a set of mes-'cd data exchange capability. Currently, prede-

sages with the most value to pilots and controp2/ture clearances and D-ATIS are being provided
|er2 P at 57 airports using ACARS, a VHF service pro-

vider system operating at 2400 bps. The meteoro-
During this time frame, ADS-A will provide sur- logical data collection and reporting system ser-

veillance of intercontinental flights in oceanic airvices also use ACARS, which transmits in-flight
space through satellite data link. ADS-A will al-weather observations to the NWS. Taxi clearances

low automated position reports and intent inforover ACARS were demonstrated in 1997, and a

mation to be periodically sent from the aircraffationwide implementation of this system is
FMS to ground controllers via data link. This repplanned.

resents a significant improvement over manu@g|ected non-time-critical CPDLC messages for
voice reporting. The ground controller establishessnsfer of control using ATN-compliant proto-
the frequency of reports with the FMS and sel)|s over VDL-2 will be implemented first at a
the event threshold for conformance monitorinq(ey site. Coverage will be expanded nationwide
The FMS automatically transmits any deviationasing a larger message set. NEXCOM will be in-
from assigned altitude or course. Additional introduced in three steps beginning with dlgltal

formation is included in Section 22, Oceanic angoice for en route communications, followed by
Offshore. en route data link communications and then ex-
Step 3 (2004-2006)CPDLC Build 2 via VDL panding NEXCOM service to the busiest terminal
Mode-2 expands the message set from 18 to m@Heas: All aircraft with the exception of military
than 100 operational messages. DSR will requifdrcraft will require NEXCOM radios to operate
changes to make the CHI suitable for the e)D Selected airspace at that time.

panded message set. En route automation changagis-1/A TWDL will become operational in
will also be required. 1998. HF voice, HFDL, and satellite communica-

Step 4 (2007—2015)CPDLC Build 2 will transi- tions Wlt||f all be available in the oceanic envi-
tion from VDL Mode-2 to the FAA-owned NEX- 'onmentior many years.

COM air-ground communication network thatFigure 17-10 shows data link evolution beginning
uses VDL Mode-3 technology. VDL Mode-2 will with existing operational and prototype services.
continue to be available via a service provider for .

AOC use. Later in the step, CPDLC Build 3 willl7-3 Transition

be implemented over the NEXCOM air-groundlThe key communications transitions appear in
communications network. Build 3 will provide Figures 17-3, 17-6, and 17-9.

the full ICAO-ATN-compliant message set for

both the en route and the high-density termindi’-4 COStS

domains. Compared to VDL Mode-2, NEXCOMThe FAA estimates for research, engineering, and
will have greater capacity and will provide mesdevelopment (R,E&D); facilities and equipment
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PDC and
Digital
ATIS

Taxi clearance via data link

En route data link via service provider at one key site

Additional implementation of CPDLC via service provider

NAS-Wide
Taxi
Clearance

Taxi
Clearance via
DL Prototype
(Detroit)

Expanded CPDLC messages via service provider

NAS-Wide
Data Link

via VDL-2 via VDL-2 via VDL-3 via VDL-3

via VDL-2

Multisector
Oceanic Data
Link

FAA-owned NEXCOM provides en route CPDLC messages

Full ICAO-ATN-compliant message set for en route high-density terminal domain

CPDLC messages for routine ATC service Includes expanded FIS and TIS and
NAS-wide full CPDLC via NEXCOM VDL Mode-3

FANS-1
TWDL
(1 Sector
Oceanic)

Figure 17-10. Data Link Services Capabilities Summary

(F&E); and operations (OPS) life-cycle costs foradios and specification of minimum avionics eg-
the communications and data link architecturaipage for all en route and high-density terminal
from 1998 through 2015 are presented in constamteas. The FAA needs to work through appropri-
FY98 dollars in Figure 17-11. ate government and industry forums to develop
proposed rulemaking for NEXCOM equipage.

17.5 Watch ltems The cost for data link messages needs to be ad
The most significant implementation factor indressed so that the additional cost does not dete
modernizing FAA communications and migratingusers from equipping with the avionics necessary
to Free Flight will be the transition to NEXCOMto use the capability.

1998 Constant Dollars

| —~L __

PART Il

\\/\/

OR,E&D
OreE
Bops

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Figure 17-11. Estimated Interfacility Communications and Data Link Costs
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18 AVIONICS

The most noticeable and rapid changes in aviatidine length of the certification process. The follow-
during the past 20 years have been in the avioniicg) time estimate for avionics certification is used
equipment available to all user classes, froffor architecture planning purposes.

small general aviation (GA) aircraft to large transl—ndustry collaboration to develop performance

port category aircraft. This will continue to be . .
true in the future NAS because new capabilitie tanda_rds in a forum such as an RTCA Special
ommittee can take 2 to 3 years. Once a manu-

and air traffic control (ATC) services will depend : e .
on avionics equipage. One factor the architectu];zémurer applies for certification, FAA design and

reflects is the time required for the FAA to certi foduction approval can take up to 1 year, and in-

the new avionics envisioned for the future NAS. Sta”‘f"t'on approval can take another year. If rule-
making is necessary, it can take 3 to 4 years for a

The FAA is responsible for certifying new avion-final rule to be issued. However, the rule develop-
ics to ensure the equipment meets acceptable pefent process can begin at any time (i.e., rulemak-
formance and interoperability standards and opéhg is not tied to any manufacturer’s product de-
ates safely. International agreements will beign, production, or installation approval). Archi-
needed to enable worldwide manufacture and ifecture transition planning estimates account for
teroperability of avionics equipment. Another facaircraft equipment certification requirements and
tor for the architecture is what, if any, changes ipossible rulemaking actions (see Section 11, Reg-
minimum avionics equipage requirements will belation and Certification Activities Affected by
necessary for operating in the NAS and how tRew NAS Architecture Capabilities). RTCA has
accommodate an aircraft fleet with mixed equirecently convened Task Force 4, an Industry/Gov-
page levels. ernment forum, to review FAA certification pro-

Section 4, NAS Operations; Section 15, Navigd:®SSE€sS.

tion, Landing, and Lighting Systems; Section 16raditionally, as the NAS evolved, questions
Surveillance; and Section 17, Communicationghout avionics equipage levels were addressed
describe a variety of systems (or concepts thibhm the viewpoint of allowing user access to air-
will lead to SystemS) for f.uture NAS .Capab”itieSspace while m|n|m|z|ng the equipage cost bur-
some of which will require new avionics. NeWgens consistent with safety. The architecture as-
avionics may require new air traffic control prosymes the viewpoint that the benefits from new
cedures and/or aircraft operating procedurgpabilities and services enabled by future avion-
(14 CFR Part 91, 135, etc.) before the full benefitgs will provide the incentive for operators to
of the equipment can be realized. equip. However, mixed avionics equipage levels

Equipment (such as avionics) or modification taVill continue to be a fact of life in the future NAS.

an aircraft_ must first be approved through thepa minimum equipage requirements/mixed eq-
FAAs certification process. Although there ar%ipage issue is complex due to diversity in opera-

several ways to receive certification (such ag,,g (Part 91, 121, etc.), numerous aircraft types

Technical Standard Order Authorization, Supplesny performance levels, operational conditions
mental Type Certificate, etc.), in general, eac

, nstrument or visual meteorological conditions),
method leads to the same three required approysy the various airspace classes. Planning re-

als: design approval, production approval, and i 5ins to be done on the mixed equipage issue to

stallation approval. This is a very high-level repgacige what, if any, new avionics minimum equi-

resentation of the comprehenswe_ certlflcath age requirements or changes in flight procedures
mechanism manufacturers must satisfy before i

: : iill be needed. Therefore, the avionics architec-
stalling products on an airplane. ture evolution steps, schedule charts, and cost
Certification is not a standard process that occueharts described in this sectiolo not represent
over a given period of time. Each product to beinimum equipage requirements for operating in
certified has a unique set of variables that affetiie future NAS.

1. Terrain Alert and Warning System (TAWS) is an exception. See Step 1, cockpit displays page 18-4.
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18.1 Avionics Architecture Evolution fly above 10,000 feet or in certain terminal air-

The avionics architecture evolution steps estimafPace unless they are transponder-equipped.
the time periods when avionics should be availVhen interrogated by a secondary surveillance
able to support the capabilities described in tH@dar (SSR), aircraft transponders reply with the

communications, navigation, and surveillanc@ircraft's altitude and assigned identification
sections. code, which is then displayed on controller work-

stations. Transponders also respond to interroga-
18.1.1 Avionics Architecture Evolution—Step 1 tions from airborne traffic alert and collision

(Current—1998) avoidance systems (TCAS). TCAS I includes a
o pilot display that identifies the location and rela-
Navigation tive altitude of nearby transponder-equipped air-

Aircraft avionics include a variety of navigationcraft. Aircraft equipped with TCAS Il also pro-
signal receivers such as very high frequenoyide pilots with a vertical resolution advisory to
omnidirectional range (VOR), distance measuringrevent mid-air collisions. Most domestic passen-
equipment (DME), nondirectional beacon (NDB)ger-carrying airplanes with 10 to 30 passenger
tactical air navigation (TACAN), instrument land-seats are required to have TCAS I; airplanes with
ing systems (ILS), Long Range Navigation-Gnore than 30 passenger seats must have TCAS II.
System (Loran-C), and the Global Positioning o

System (GPS) (either visual flight rules (VFR)Communications

only or Technical Standing Order (TSO)-C-129n the domestic environment, pilots and air traffic
compliant). These receivers, which are built to incontrollers use very high frequency (VHF) ampli-
ternational Standards, are Compatible with th@jde modulation (AM) radios for Communicating
NAS navigational aids infrastructure. Avionics reand receiving air traffic control service informa-
ceivers are usually installed in aircraft in variougon and in-flight weather information. Depart-
combinations to provide navigation, nonpreciment of Defense (DOD) aircraft use both VHF
sion, and precision instrument approach guidaneggd ultra high frequency (UHF) radios for air traf-
to pilots, using signals from receivers displayeflc control services. The FAA also uses the VHF
on various flight instruments and displays. spectrum to broadcast either recorded or auto-

More sophisticated aircraft are equipped Witﬁnated weather observations of airfield conditions.

flight management systems that process informay| aviation safety communications services for
tion from the receivers to provide area navigatiofhe U.S. oceanic regions use high frequency (HF)
capability, although GPS is making area naviggice communications via a commercial service

tion more readily available to low-end users agroyider. The airlines also use ARINC’s HF Data
well. Link services or FANS-1/A-compliant equipment

From an avionics_equipage perspective, there d‘fg data link services on transoceanic ﬂlghtS

few problims ‘é‘”th tt?e currEnt nr?wgatlonall "®Some difficulties and limitations associated with
cel\ﬁeas fOt er than t eE”“”.‘ er that mesttd EI"&bmmunications in the NAS were identified in
stalled for navigation. Equipment is affordablegetion 17. Due to the growth in aviation activity,
reliable, and “internationally - interoperable. Inqice channel congestion is occurring. In some
some terminal airspace, there is potential 'nterfefdcations the VHF spectrum is saturated to the
ence from frequency modulation (FM) broadcastint that no additional channels are available to
_S|gnals .W'th localizer signals. Addltlo_nally, ”‘S_expand existing ATC services or accommodate
installation costs and problems in obtaining a SUikaw services. such as the Automated Terminal In-
able frequency _I|m|t the number of airports thaf, mation Service (ATIS), or automated weather
can have precision approaches. observations. Spectrum availability is one of the
Surveillance critical limiting factors to expanding NAS ser-

Most aircraft that use NAS and ATC services ar\éIces and meeting growing demand.

equipped with highly reliable and affordable tranUsers, particularly the GA segment, have ex-
sponders. In general, aircraft are not permitted pressed a desire for a new universal data link
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communications capability to receive flight infor-some other display screen on which the surround-
mation services (FIS), such as updated weatheg terrain is shown with the threatening terrain
forecasts, hazardous weather advisories, andkighlighted.

graphical weather depictions in the cockpit. Com- _ _ _ _
mercially provided FIS services that include elecCurrently, some air carriers are voluntarily equip-
tronic messaging as well as weather informatioRing with TAWS, and the FAA has released a no-
are becoming available for low-end GA userdice of proposed rulemaking to mandate TAWS
Traffic Information Service (TIS) via Mode-S us-€quipage. During Step 2, the FAA will mandate
ing the 1030/1090 MHz spectrum is addressed WS equipage to replace GPWS as the standard

Sections 16 and 17. terrain warning system. TAWS will be required
on all U.S.-registered turbine-powered airplanes
Cockpit Displays with six or more passenger seats.

Aircraft with electronic flight information sys- o ) _
tems (EFIS) can display a variety of information18.1.2 Avionics Architecture Evolution—Step 2
such as navigation routes, onboard weather rada999-2003)

data, and TCAS information. EFIS dlspla_ys argafe Flight 21, a limited operational demonstra-
currently useql to replace a_malqg 96‘“983 with dIgﬁ'on, will be a key step toward mitigating the
tal _multlfu.nctlo_n eIectrpmc _dl_splays, hOVVever’scheduling and technological risks associated
their functionality remains S"“""?‘T to Fhat of th_e,- ith NAS modernization. Safe Flight 21 is impor-
a_lnz_ilog gauges they replac_e_._|n|t|al displays Wit to the avionics architecture evolution because
limited multifunction capabilities are also avall-,[he safety and efficiency benefits of moderniza-
able to low-end GA users. tion outlined in the overall architecture depend
One primary concern for all aircraft is the limitedargely on avionics. The Safe Flight 21 program
amount of panel space available for avionics anill test the avionics and ground infrastructure as
displays. This highlights the need for integrated whole. Results from the Safe Flight 21 program
avionics equipment and displays, which will takevill be used to refine the architecture, including
up less space than today’s piecemeal, stand-alomégonics evolution. See Section 6, Free Flight
systems. Integrated avionics suites are more preRhase 1, Safe Flight 21, and Capstone, for a mor
alent on air carrier and high-end GA aircraft wittcomplete discussion of the Safe Flight 21 pro-
EFIS displays and flight management systemgram.

However, even these aircraft have problems re-

sulting from add-on stand-alone equipment, andavigation

not all air carrier or corporate aircraft have EFI
displays or flight management systems.

?n Step 2, GPS avionics capabilities will have at
least three distinct levels of sophistication: (1) a
During Step 1, terrain awareness capability iI&PS receiver for en route navigation and non-
available for air carriers and high-end GA aircrafprecision approach capability; (2) a GPS Wide
through ground proximity warning systemsArea Augmentation System (WAAS) receiver
(GPWS) that provide aural warnings when an aiwith precision approach capability (Category
craft is close to the ground. An enhanced terra{CAT I); and (3) a GPS Local Area Augmentation
awareness warning system (i.e., the terrain al&®ystem (LAAS) receiver with CAT I/1l/lll preci-
and warning system (TAWS)) that provides morsion approach capability. WAAS and LAAS are
warning time than GPWS is becoming availabledesigned to provide a level of service equivalent
TAWS uses position data from a navigation syde or better than ground-based systems. The archi-
tem, such as a flight management system (FM&)cture supports dual operations, from WAAS ini-
or GPS, and input from a digital terrain data bad@l operating capability (IOC) until the ground-
to display surrounding terrain. The computebased navigation system phase-down is complete.
sends warning alerts to the plane’s audio systehis provides ample time for users to transition to
and displays in the event of a potential collisiolPS avionics and for the FAA to ensure that aug-
with terrain. The TAWS computer can input disimented GPS (WAAS/LAAS) operates as de-
play data to either the weather radar, EFIS, aigned.
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During this time frame, traditional ground-basedn the oceanic environment, the FAA will begin
navigation aids will continue to be available andhstalling the necessary infrastructure to support
studies will be completed to determine what, iutomatic dependent surveillance addressable
any, ground-based navigation aids should be réADS-A) operations. The main incentive for users
tained to supplement augmented GPS. If unforés equip with ADS-A avionics will be access to
seen problems arise, the architecture will be adelected oceanic tracks that permit more optimum
justed and phase-down of ground-based navigiight profiles. Additionally, air-air ADS-B avion-
tion aids will be appropriately modified. The FAAics will be used to support in-trail climbs/descents
will not transition entirely away from ground-in the current oceanic track system.

based navigation aids until it is certain that aug- o

mented GPS meets required performance. DOBPMMunications

will conduct an analysis to determine what GP$ collaboration with industry, the FAA will final-
avionics capability is suited to its worldwide mili-ize standards for next-generation communications
tary mission, as well as to the NAS. system (NEXCOM) VHF digital link (VDL-

When purchasing equipment, all instrument fIigh't\/IOde'S) radios that have digital voice and data
' pability. VDL-Mode-2 digital data services

rules (IFR) users will have to consider the cost qcﬁ

S rough a commercial service provider will be
GPS navigation data base updates. IFR GPS NalVailable to properly equipped users during this

gation data bases must be updated every 28 d%%ﬁe frame. The current VHE (and UHF for
to maich the cycle for ghar_t and approach pla OD) amplitude modulation system will remain
updates that reflect navigation/approach changI S

in the NAS. Currently, the cost to update low-eny" use for voice communications. FIS services

GA GPS navigation data bases is $500 to $7(%Il (_:ontlnue_c';o be available through commercial
per year. service providers.

_ During Step 2, HF voice and data link will con-
Surveillance tinue to be the primary communication links in
Air-air automatic dependent surveillance broadhe oceanic area. However, voice and data com-
cast (ADS-B), using GPS as the primary source afiunications via geostationary (GEO) satellites
navigation data, will be available for pilot situa-will become more prevalent because satellite
tional awareness. ADS reports will include aircommunications will be the primary link for
craft identity, position, velocity vector, and othelADS-A capabilities.
essential information. ADS-B-equipped aircraft o
within the proximity of another ADS-B-equipped COCkpit Displays
aircraft can receive the broadcast, decode the pgdew cockpit display avionics will provide infor-
sition data, and display the received position onraation to the pilot in textual and graphical format
cockpit display. Air-air ADS-B will require spe- including ATC clearances and messages, traffic
cial avionics, GPS or FMS area navigation capaformation, moving maps, terrain displays,
bility, and a cockpit display, including interfacesnveather, aircraft and flight monitoring, and other
for the various components. Broader applicatiomformation. These capabilities will offer im-
for ATC surveillance will depend on creating arproved flight safety, efficiency, and flexibility,
ADS ground infrastructure. particularly for GA users. A flight computer is
In Step 2, TCAS remains as an independent al1#_sually required to process the information and

air collision avoidance system. ADS-B avionicsdnve the displays. Sophisticated transport aircraft

will operate on a noninterference basis witlfflng busn;gsz_Jetls will b_egl?htheEtIr:allgsmo? to textd
TCAS-only-equipped aircraft. During this step% ?tia?r;Fr)-a:iCr AE%?és;nsén\%Dﬁg data ﬁzi igsa?n
the existing equipage requirements for transpogi”ties P
ders and TCAS will remain in place and no ‘

change will be required for TCAS software, dudhe Safe Flight 21 program will provide the oper-
to ADS-B. Also, Mode-3/C transponders will stillational testing environment for developing inte-
be in use, operating seamlessly in the same sygsated cockpit displays and multifunctional avi-
tem. onics, particularly for low-end GA. The results

18-4 — AV/IONICS JANUARY 1999



ARCHITECTURE — VERSION 4.0

will be used by the FAA to create appropriat€ommunications

standards for cockpit displays in all user categqrhe FAA will begin replacing approximately
ries consistent with the concepts in the NAS a®0,000 VHF radios with new digital NEXCOM
chitecture. radios that have both digital voice and data capa-
o , . bilities. The radios will be able to emulate the ex-
(1280%)43_';\88%'% Architecture Evolution—Step 3 isting analog system and can be designed so that
selected modulation techniques are software pro-
Navigation grammable. A phased transition to NEXCOM
The transition to GPS-based avionics for navig —\g?_n;\jsdw'g begl_n dturlng St(_ep tg to provrl]c_leh
tion will continue in Step 3. Traditional ground- nd _hi % :;] rgj{g'ggctgrgs(gaso:/ne fliehflljcre)\(/aezl (II:gL)
based navigation systems will remain in servic§4o) 9 9
but will begin phase-down. The FAA projects tha '
by the end of Step 3 or in early Step 4: The FAA is considering mandating NEXCOM

. GPS WAAS avionics will be installed in 65duipage for operators in these en route sectors

during Step 3 because the transition depends on
g;m;l?;igfeggeaﬁﬁ;lﬁf;gr}?e;&o percent of thg” aircraft in the airspace being equipped with a
' suitable digital radio. DOD will be exempt from
» 100 percent of the air carrier, regional, andny NEXCOM mandates and will continue using
commuter fleets will equip with a GPSUHF for voice communications. Other en route
WAAS/LAAS receiver. sectors and terminal areas will continue to use
DOD avionics may be based on the precise pos\I/_HF analog voice communications or NEXCOM

tioning service (PPS) signal available only to thEaOIIOS in analog emulation mode. Users will be

military and authorized users, rather than Oﬂmtivated to equip with digital radios mainly be-
WAAS. During Step 3, DOD will’start to equip itscause of the reduced operational constraints from

fleet (approximately 16,000 aircraft) with GPSfrequency congestion. E
avionics suitable for the NAS. Cockpit Displays d‘f
Surveillance New multifunctional displays will continue enter-

ing service at all levels to integrate data and infor-

During Step_ 3, the FAA will begin installing ADSm tion from systems such as TIS, FIS, ADS-B,
ground stations in nonradar en route areas andfgs etc

major airports to use ADS-B for air-ground an
airport surface surveillance. Aircraft with ADS-B18.1.4 Avionics Architecture Evolution—Step 4
avionics will provide a periodic broadcast of thg2008—-2015)

aircraft’s position, velocity, altitude, identifica- o

tion, and other information. Mode-3/C transponiNavigation

ders will still be compatible with the NAS radarThe architecture assumes that IFR users will com-
surveillance infrastructure. plete their transition to GPS-based avionics dur-

TCAS will be retained as an independent coIIisio'@ngmtgllgtélThee pg;gsdé_ggﬁn\/\;glr atl:g)(\j/\i/ti:)hneallzgg&gd_

avoidance system and the equipage requireme I ,
for TCAS and transponders will remain in pIaceB sed navigation systems, but some may remain

: - n service if navigational system redundancy is
ADS-B W'” be complementary to TCAS, but WIIIw rranted. GPS equipage will depend on user
not require software changes or replacement

TCAS equipment. The proliferation of air-air sur-8 aluation of operational need and any minimum
: quip - e p .~ . equipage requirements the FAA may mandate.
veillance systems will enable broader applicatio

of pilot self-separation procedures and rules Phose that fly VPR only will continue to do so
P P P " and will either not have GPS at all or will equip

In the oceanic environment ADS-A and air-aiwith a noncertified VFR-only unit. Those that fly
ADS-B avionics will be used, along with navigadFR down to CAT | precision approaches will
tion, ATC communications, and automation imequip with WAAS avionics or continue to use cur-
provements, to reduce aircraft separation. rent TSO C-129 equipment and accept the non-
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precision approach limitation. Those that curwill remain in use as well. Cost versus flexibility
rently fly to CAT 1I/lIl minimums will equip with to fly optimum tracks and profiles will be a deter-
LAAS. mining factor in how users choose to equip.

Surveillance 18.2 Human Factors

Installation of ADS ground systems will be comNAS modernization will invoke or accommodate

pleted in the terminal and en route airspace, thagnificant changes on flight decks, such as using
extending use of ADS-B for air-ground and airmultifunction displays that present information on

port surface surveillance. Aircraft equipped witithe location of proximate aircraft, weather, ter-

TCAS and Mode-3/C transponders will still berain, and other flight information. Human factors

compatible with the NAS infrastructure. ADS-Bactivities will be required in the development of

will be integrated with the future emergency locaavionics standards and installation, training, and
tor transmitter (ELT) to provide discrete identifi-maintenance guidelines. These include:

cation codes and GPS-based position informatign

. Developing human factors requirements and
to enhance search and rescue operations.

standards for avionics certification

TCAS will remain as an independent collision,  ggtaplishing human factors installation guide-

avoidance system, but the FAA may accept air-air jines for retrofitting advanced avionics into
ADS-B as an alternate means of complying with  ;\4er aircraft

the collision avoidance mandate. The alternate _ _ _ _
compliance finding will depend on collecting datd Developing, implementing, and assessing
that prove air-air ADS-B is no less capable than human factors training requirements for
TCAS. This data collection may be done during Pilots, controllers, and maintenance techni-
the Safe Flight 21 program. Additionally, imple- ~ ¢lans
menting a TSO and changing existing regulations  Standardizing avionics displays among differ-
will have to be accomplished before air-air ent manufacturers.
ADS-B can be substituted for TCAS.

o 18.3 Transition
Communications Figure 18-1 shows the ground infrastructure tran-
As the transition to NEXCOM progresses, morgition to support avionics equipage and the antici-
ATC sectors will convert to digital communica-pated transition for cockpit displays.
tions, commensurate with user equipage. Flight
information services such as weather informatioh8-4 Costs
and notices to airmen (NOTAMs) will be avail-Table 18-1 shows estimated avionics equipment
able via the NEXCOM data link. During this stepcosts separated into four user-categories. The air
the FAA is considering mandating NEXCOM ra-carrier category represents major, national, and
dios at FL 240 and above as well as in selectedgional airlines flying all-jet fleets in Part 121
high-density terminal airspace and some asso@assenger or cargo revenue service. The mid-
ated low-altitude en route sectors. Low-densityange category represents commuter, air taxi, and
terminal areas and en route sectors below FL 240rporate GA flying turboprop, jet, or large multi-
will continue using NEXCOM radios operated inengine piston aircraft under Part 91, 121, or 135
analog emulation mode. DOD will be exemptegulations. The low-range category represents
from any mandated requirements and continue usmall single- or twin-engine piston aircraft oper-
ing UHF for air traffic services to allow moreated under Part 91 regulations. The military cate-
time to equip its significantly larger fleet. gory represents the full range of DOD aircraft

Low and medium earth-orbiting (LEO/MEQ) sat-from helicopters to cargo transports.

ellite systems will become available as an alteHowever, the lines between categories are often
nate means of ADS-A-compliant voice and dathlurred because of aircraft type, performance, or
link communications for oceanic areas. Users withperational use, and some aircraft or operations
have a wider selection of avionics options bedo not fit neatly into the defined categories. For
cause GEO and HF voice and data link systenmsstance, the New Piper Malibu, which is a single-
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engine piston aircraft, has the performance to faand the price range is based on the wide variety of
used in a Part 135 air taxi or small corporate aichoices and feature/capability options available.
craft operation. Similarly, one model of the Boe- _
ing 737, which normally fits the air carrier cate/Another factor that can affect the nonrecurring
gory, is being marketed as a corporate aircraft it cost is the trend toward integrating avionics

compete against other high-end business jets wigquipment rather than k_)undlng individual, stano!—
o alone boxes. The trend is particularly prevalent in
similar performance.

the air carrier and mid-range categories but is also
Table 18-1 provides a range estimate of nonrecftarting to affect the low-range category as well.
ring costs for avionics equipment only. The tabl«?_nde reason fpr t_he hlgtr;]er ﬁ_osr: of allr_ (E)e_llr_?er agd
does not include items such as installation, or rglid-range avionics 1S hé nig _er reliability -an

. - erformance standards the equipment must meet.
curring costs for training or data base updateg, L . . :
The figures in the table are an average compil r example, avionics on air carrier and high-end

) L A aircraft are typically built with more redun-
from representatives of the avionics manufactuaancy than equipment for low-end GA. The mili-

ing industry and the military. For equipment, sucl, has additional specifications that increase

as GPS/LAAS or ADS-B, the price range is apqost, such as resistance to electromagnetic pulse,
educated guess or cost goal because there are ﬁﬁ@gedizing equipment for high G loads, secure

too many unknowns relative to performance anghti-jam system requirements, etc. Future archi-

certification requirements. For avionics such agcture efforts must focus on what, if any, manda-

EFIS displays or GPS-receiver autonomous integery equipage requirements will be needed and by

rity monitoring (RAIM), the costs are well knownwhen.

([OAA 96|/ 97/98|99/00| 01 02|/03/04|(05|/ 06| 07/08| 09/ 10 4
NAS Modernization Phases Phase 1 Phase 2 Phase 3
Transition Steps IStep ‘l IStep % ‘ : St?p 3 : i : Ste‘:p 4 : ‘ :

Redundant Capability

Navigation | VOR, VORTAC, TACAN, NDB, LORAN-C

WAAS (GPS)
ILS/DME - CAT |
Landing Redundant Capabilit
ILS/DME - CAT Illi edundant - apabrity
\'\'\ LAAS (GPS)
Transponders | MODE - S
‘ | | ADS-B
Collisi MODE - AIC
ollision
Avoidance |___ LGN . . . . .
UHF Voice Radio
Voice Comm | — -
Analog VHF Radio —_ NEXCOM Digital Radio
Data Comm - —
ACARS | ——— NEXCOM Digital Radio
Data Link Radio |
| | I 1 I | I | I I I I
CD(_)CkIpIt g]f’Ban:rL%akl Display Cockpit Display of ADS-B Information
ISpiay Information Cockpit Display of NEXCOM
; ; ; | : : - : : ‘ Dat? Linl‘< Infolrmati‘on :

Figure 18-1. Ground Infrastructure Transition Supporting Avionics Equipage
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Table 18-1. Estimated Avionics Cost§1998 Dollars)

Avionics Air Carrier Mid Range Low Range Military

Communication:

Digital Radio (voice) | $10-20K $10-20K $4-5K $60-80K®

CMU (data) $25-45K10 $15-30K $7-9K $15-30K12

Cockpit Displays:

TAWS $47-50K2 $47-50K1 N/A® $47-50K

EFIS $200-229K $40-229K7 N/A $40-80K13

MFD N/A N/A $10-12K>5 N/A

FIS (Weather) $6-8K4 N/A
Navigation:

GPS-RAIM N/A $8-10K $3.5-9K $13-14K

GPS-WAAS integ. with LAAS $12-15K $5-10K3 TBD

GPS-LAAS $15-30K1 $15-30K16 N/A TBD
Surveillance:
ADS-A (Oceanic) $700-775K14 $560-620K15 N/A $800-1,000K17
ADS-B (Data Link) $25-35K20 $25-35K $5-7K6 $55-65K18
Mode-S $20-30K1® $20-30K $4.5-5.5K $20-30K

Non-EFIS-equipped aircraft may have less capable system with regionalized data base and no reactive windshear costing between $15 and 20K.

For digital or analog data bus, includes reactive windshear. Requires EFIS display.

Additional costs may be incurred for annunciator lights or new course deviation indicator.

Includes dedicated display. Service available on laptop computer provided by operator for 1.5 to 2.0K.

Excluding equipment that provides information to display.

Includes basic Mode-S with ADS- B card and receiving/processing TIS information (no display). Predicts transponder cost decrease due to integrated

functions and increased user equipage.

Price depends on how sophisticated/how many display tubes the EFIS has, i.e., a one-tube basic system versus a five- or six-tube high-end system.

. Includes military-unique requirements such as secure communications capability.

9 CertiEed TAWS probably will not be available for small aircraft. However, noncertified TAWS-like capability will be available as part of MFD software
packages.

10. Cost is dependent on several factors, such as range of features selected.

11. Cost presented here is an estimate for an integrated WAAS/LAAS receiver.

12. FAA will continue to support the UHF infrastructure for DOD use.

13. Costs vary depending on aircraft type and features selected.

14. Data from Industry Customization Working Group using B767 example. ADS-A is not sold as stand-alone equipment; it is part of FANS package, including
display, FMC, CMU, etc., and hardware/software upgrades. Low figure is for FANS-1/A package without CPDLC capabilitiy and excluding GPS. High
figure includes CPDLC capability. Add $260K for CNS/ATM-1-compliant package.

15. Industry Customization Working Group estimates that mid-range costs are approximately 15 to 20 percent less than air carrier costs. Add $220K for
CNS/ATM-1-compliant package.

16. Cost for integrated WAAS/LAAS system similar to air carrier.

17. Complete FANS-1/A, CNS/ATM-1-compliant package, including displays, hardware, software, and military-unique requirements.

18. Includes TCAS Il equipment with provisions for ADS-B add-on and military-unique requirements.

19. Airlines are required to have two transponders.

20. Mode-S with ADS-B card. Non-EFIS-equipped aircraft will also require a dedicated display costing approcimately $20K.

S~ wWNE

© ~

18.5 Watch Items

e Establish minimum equipage requirements
with appropriate user input

* Review and implement RTCA Task Force 4
recommendations on certification.
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19 NAS INFORMATION ARCHITECTURE AND SERVICES FOR COLLABORATION
AND |INFORMATION SHARING

The NAS information services offer a new collabThe NAS information services are based on con-

orative capability for information sharing be-sistent information exchange among NAS sys-

tween FAA and NAS users and througout theems. These services, for the most part, are a re-
FAA. Information sharing will be improved sult of system interoperability that is transparent

across all domains and with other organizatiorts collaboration users and is provided through

that need this information. Generatingconsistent interfaces developed for each system.
processing, and distributing information is arfo achieve interoperability, coordinated interfaces

integral part of the NAS. As emphasized in thér data exchange among FAA and NAS user sys-
Air Traffic Services (ATS) concept of operationgems must be established during systems develop-
(CONOPS), information exchange is essential tment.

fe and efficient NA tions. . o oo
safe and efficie S operations Currently, NAS information is managed primarily

The collaboration envisioned for the future is &jithin individual systems. Overall, this creates
complex process that is being jointly explored byhany inconsistent and inefficient local informa-
the FAA and the user Community. CO”&bOf&tiOfﬂion management operations that are based on
and information-sharing services will evolve asyidely varying standards, definitions, and data
experience is gained. Information exchange betructures. The future NAS information systems
gins with data exchange as it now exists and th@fll make interoperability easier to achieve and
evolves to the collaborative process, as illustrateflore cost-effective. As the NAS grows more
in Figure 19-1. The goal of an evolutionary apcomplex, system interoperability will become a
proach is to begin collaboration as early as posgiecessity. Data standardization will support im-
ble. plementation of a common, flexible system with
In the collaborative decisionmaking procegs; Consistent interfaces between systems and which
ers make decisions associated with their oper&ffers more options for the aviation community to
tions (e.g., the priority of a particular flight leav-Share data with and retrieve data from the NAS.
ing a location) Service providersnake decisions . . .

associated with NAS resources (e.g., airspace aﬁ%‘l Information Services Evolution

airport capacity during adverse weather condiFhe NAS information services will be allocated,
tions). tailored, and integrated at three levels:

FAA Data

ATC AOC
(Independent (Independent
Processes) Processes)

FAA Data

User Data

Level 1: Exchange

ATC
(Common
Processes)

AOC
(Common
Processes)

Shared
Data

Level 3: Collaboration

/2

S

ATC
(Cooperative
Processes)

AOC
(Cooperative
Processes)

w

User Data

Level 2: Cooperation

Figure 19-1. Evolution of Collaboration and Information Exchange
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Data standardization and
across applications

interoperabiliticonflict probe (CP) applications within an en
route center.

The local or facility levels Data standards in existing systems are frequently
The NAS-wide level. inconsistent-sources for the same data may vary
, o and formats may be incompatible. Interoperability
Each of these will manage and maintain approplizquires translating data whenever information is
ate information for internal use and exchanggansferred from one system to another.
with other users. Figure 19-2 shows the four ma-

jor information end-user groups: Local- or Facility-Level Information Exchange

» FAA service providers Local information systems will interoperate

through consistently defined information ex-

change. As local legacy systems are replaced or
new systems developed and deployed, commer-
cial data base management systems will be used

) . i i where applicable, and information models for all
A goal of NAS information services (in support of,

the CONOPS) is to share information seamlessf)yStems will be based on managed data standards.
across these organizational boundaries; this r@formation exchange at the local or facility level
quires data standardization. will be the backbone of information exchange at
the national level and with NAS users. Specific
data categories—such as local weather data, adap-
Data standardization will address how data atation data, dynamic and static resource data,
exchanged between multiple applications. For eflight and demand data, performance data and
ample, it will ensure compatibility between Centraffic management demand/capacity data—uwiill
ter TRACON Automation System/Traffic Man-be stored within the local information systems as
agement Advisor (CTAS/TMA) applications andrequired. The data will be updated and made

Flight planners

Aircrews

Aviation auxiliary or indirect users.

Data Standardization and Interoperability

Aircrew
Information Usage

Flight Planner
Information Usage:

Flight Data, Resource, WX,
Performance (Military Does
Not Provide Performance)

Aircraft Operators’ ™) | g— (Logical)
Systems I 4>
- Standardized
International | ——— > Data
Aviation Systems Distributed

Military Aviation
Systems

Flight Service
Station
Systems

Tower
Systems

En Route
Systems

Terminal
Systems

NAS-Wide Information Exchange

Information Services
(Distributed)

Aviation Auxiliary

Indirect Users

Information Usage:

Flight Data, Incident
Investigations Also Require

Resource Data; Airport Operator
Systems Need Wx Data

Airport Operator
Systems

U.S. Customs
Law Enforcement
hd Agencies
Incident
Investigation
Oceanic TFM
Systems Systems

i

Aviation

Weather
Resource Services
Management

Services

Surveillance
Service

Communications
Services

FAA Service Providers Information Usage:

ATM/Pilot Exchange, Wx, Resource, Performance, Geographic

Airspace
Resource
Services

Navigation
Services

d:' = systems w/ information

exchange interfaces

Figure 19-2. Seamless Information Flow in the NAS
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available to NAS service providers and users a® single authoritative NAS-level information
required. system exists. Systems for such information ser-

: vices will be developed as NAS-wide resources.
NAS-Level Common Information Exchange P

NAS-level common information systems ex-The local and NAS-level common information
change information across NAS facilities andxchange will evolve as depicted in Figure 19-3.
among NAS service providers and NAS user§hese increments comprise a four-step evolution.
These interoperating systems require consistentiyie first step describes current information ser-
defined information exchange. As these systences. The second step establishes data standards
are replaced or new systems are developed, Cofficuding definitions, sources, and formats) for
mercial data base management systems will Bephieying efficient interoperability among legacy

ijsed”Wherte appll_(l:ialtta)le,banddmformatlon rrc‘ioge%stems (near-term view). The structured data can
or all systems will beé based on manage a{ en be stored in external storage media, where

standards. the data will be directly accessible by external ap-
The standards will involve determining whereplications (mid-term view—Step 3). The target
data come from, who uses the data, how the daf@w (Step 4) represents the best in system in-
are defined, how the data are transformed, aRgoperability in which information is easily and

who owns the data. The answers to these qQUggiambiguously exchanged as required. As it
tions will help determine the data standards f(g

e . . > evolves, it will provide information to both users
specific items, such as the flight object (define nd service providers, taking into account neces-
as flight plan information and other information, . -
such as preferred runway and taxiway). It will inSary security precautions.
clude International Civil Aviation Organization

(ICAQ) flight-plan-compatible data and will be
available to all authorized users, as defined durin|@he exchange of information across the NAS en-
development of each system. visioned by the CONOPS will be based on ac-

In some cases, such as for the aggregation and¢epted industrywide information architecture
tegration of airspace and airway adaptation datarinciples.

NAS Information Architecture

Current View-Step 1

SYf?temhiniefOpefaEi“ty Near-Term View-Step 2
“after-the-fact” wit . B . .
Unstructured ‘local’ data  SyStem interoperability  Mid-Term View-Step 3

“aftel’-the-i:’:lct" V,\{|th System interoperability Target VIEW—Step 4
Standard "local” data with structured “local” System interoperability
S S ; )
L data in COTS DBMSs with structured “local”
System System data in COTS DBMSs and
A 1 B Common Information Services
w w System System
A B

Standard Standard
Data Data

Repository Services
Common Information Services

Distributed NAS Data Base

DBMS Standards
Data Standards

DBMS Standards
Data Standards

Data Standards

Figure 19-3. Evolution From Existing Information Systems to Future Systems
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NAS Information Architecture Goals vicesdistributed across the NAS and coordinated

the NAS is based on meeting the following foufhy of data ownership will enhance operational
goals: decisionmaking by providing access to consistent,

_ _ ~timely, high-quality NAS information.
» Data Quality and AccessSupporting the in-

formation needs of the many NAS users andow NAS Information Services Are Used

service providers with timely, accurate, andNAS information services will be managed and
complete information via system-to-systemdistributed across the NAS at three levels: NAS-
human-to-system, and human-to-human inwide, locally, and at the system level. Figure 19-4
formation access distinguishes the basic set of information services

» Interoperability: Providing for data exchange by each of the three levels. The issue of data
P Y- 9 9 *ownership” is really one of distributed responsi-

cooperation, and collaboration using da?%ility. The FAA will need to assign new roles

commonly defined by numerous NAS organis, - ) e

zations, systems, and users (e.g., data administration and data base adr_nlnls-
’ ’ tration) at the three levels, and NAS users will be

» Cost-Effectivenes®elivering information in responsible for the aspects of information man-
a cost-effective manner and emphasizing iregement that naturally fall within their area. For
formation reuse instance, air carriers initiate flight schedules and

. . ... flight changes; the military manages special use
Responsu_veness, F'ex'b"'Fy’ and SCaleab"'tyairspace (SUA); and international aviation is ac-
Responding to new functional needs quickl

o ¥ive in oceanic airspace.
and efficiently. P

i i All three NAS user constituencies will structure
Local- and NAS-level common information eX-hair information services consistent with FAA in-

d ) id Th S airspace situations, from severe weather (in
users and service providers. These systems Wiy time) to ground delays (in near real time) to

manage all types of NAS data, with emphasis af.snace design (archivalianalytic) issues.
the core types of operational data (i.e., flight, sur-

veillance (positions), NAS resources, and weath&0r domain-specific implementation information,

data). Both static (i.e., descriptive) and dynamitefer to the domain sections (Section 21, En
(i.e., NAS status) data will be managed, and opeRoute, and Section 23, Terminal). Details of in-
ational data will be used for real-time safety anfPrmation architecture not described in the do-
traffic flow decisionmaking, as well as for pre-main sections will be developed as part of the in-
and post-event analysis to improve operation&prmation architecture process.

performance. Information services will evolve as software and

To support data exchange as envisioned, |0Cglr|1_terfaces for new systems are developed or exigt—
and NAS-level information systems will be im-9 Systems are upgraded or replaced. This wil
plemented using a variety of information technoll€dul’® a consistent set of standards and require-
ogies and tools, including information standard4€Nts that will apply to new software and operat-

services, and processes. More importantly, nelifd Systems, networks, and interfaces. The evolu-

information management processes will be put fipn is described generically in the following

place to achieve coordination across organiz&€PSs-

tions, domains, and systems. 19.1.1 Information Services Architecture Evo-
The information exchange will be service-ori/ution—Step 1 (Current-2000)

ented. To be successful, it requires systems tHatiring Step 1, the NAS-level common informa-

cannot be specified and acquired as a traditiorin exchange implementation is primarily con-
application system. It is set of information ser- strained within existing data management ser-
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/ NAS:-Level Common Information Service \
NAS data policy, roles and responsibilities Common NAS data definitions

NAS-level business rules Data modeling tools and practices
NAS information engineering repository Common NAS data models
NAS information security policy NAS common data bases:
NAS Technical Reference Model (TRM) flight info., airspace, weather, NAS status
NAS user common interface NAS archive
Interfacility comm. interface standard System interface standards
NAS common data software library NAS-level cost and schedule data base
/ Local Information Service \ \ \
Local information management
- data conversion, collection, System Information Service \\
storage, distribution )
DSS GUI standards System data poll_cy_and procedures
Intrafacility comm. interface standard System data definitions
local data policy and procedures System data models
Local data definitions System DBMS
Local data models System Standards Profile
NAS repository access Preferred information technology
Local data bases/datamarts: Common software reuse
NAS adaptation, local weather, Engineering repository

local status System backup and recovery
%cal archive

Figure 19-4. Three Levels of NAS Information Services

&\k\

vices and legacy automation systems. Organizduring this step. Determining common data stan-
tional and technical research groundwork will dedards and structures will enable establishment of
termine how to move from the way data ara central data repository for NAS-user access to
currently defined and managed within systems &ome local data. Since security systems and pro-
a way that is compatible with coordinated syseedures will not be fully implemented, external

tems, facilities, and NAS perspective. The initiaNAS users will access data from data bases estab
tasks include: lished for that purpose, not directly from the ap-

* Maintaining and augmenting NAS user-to-phcatlons that generate the data.

system and system-to-system exchange of ekhe flight object, as described in the CONOPS,
isting data significantly changes how flight data will be man-
. . aged and shared in the future NAS (see Figure
’ ri?ﬁﬂflgggngivevs l\:)ﬁii_l\)/\i/lli?igsdata Manageig. ). First, as a replacement for today’s flight
P plan, the flight object is much more comprehen-
e Baselining existing information definitions sive in scope and encompasses new data such as
and requirements flight preferences. Second, the responsibility for
. , processing flight object data will be distributed to
e e 19 aiferent systems as a fight moves from prefigh
o _ _ planning to in-flight operations to postflight anal-
In transitioning from current information andysis. Third, all data in the flight object associated
transmission methods, data will continue to bgith a flight will be made available NAS-wide

available in its current form. Some data will r'eand shared with NAS users as appropriate_
main in its current form in the future (e.g., data

available over the Internet). Other data will b&eY activities in the information services evolu-
added to the current transmission media, particl{on during this time frame include:

larly the Internet and data link. « Developing requirements and standards for
flight object data

|_
<
o

19.1.2 Information Services Architecture Evo-
lution—Step 2 (2001-2004) » Developing standards for internal interfaces

A set of common, standardized information ser- to the local information systems

vices supported by the local and NAS-level con» Developing standards for interfaces to exter-
mon information systems will begin to evolve nal NAS users
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Operator
Data

Flight
Identifier
Data

Aircraft

Data

Flight Crew
Data

Flight As

Flight Plan
Flown Data

Data
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Flight Data

|

1

User Resource
Preference Assigned
Data Data

Route
Data

Flight Event
Data

ATM
Control
Data

Trajectories Estimated
Data Times Data

T

Frequency
Data

Gate Data

Figure 19-5. High-Level View of the Flight Object

19.1.3 Information Services Architecture Evo-
lution—Step 3 (2005-2008)

Implementing data security policies for locall9.1.4 Information Services Architecture Evo-
and NAS-level common information ex-lution—Step 4 (2009-2015)

change

A set of common, standardized information ser-

Incorporating local information exchange cavices supported by the local- and national-level
pabilities into air route traffic control centersinformation services will continue to evolve. All

(ARTCCs)

features—which are currently envisioned for

NAS-level common information exchange that
Providng NAS user data, including real-timesupports seamless data exchange within the NAS

SUA status and facility status

Providng security for data access ancf

exchange, as appropriate and available.

and with external users—will emerge in this time
rame. Additional features will be developed as
experience with the evolving NAS-level informa-

tion services accumulates and as technology and

user requirements evolve.

Key activities in the information services evolu-

The set of common, standardized information setion during this time frame include:
vices supported by the local and NAS-level com-
mon information exchange will continue to®
evolve during Step 3.

Key activities in the information services evolu-
tion during this time frame include:

Developing requirements and standards for
NAS resource (facility and airspace) status
data .

Beginning deployment of local information
system capabilities, tailored to support other
facilities

Providing security for data access and ex
change, as appropriate and available.

19-6 — NFORMATION SERVICES

Completing and maintaining requirements
and standards for all shared NAS data

Beginning distribution of flight data to NAS
users via the NAS-wide information network

Making flight object data available NAS-
wide

Providing standardized, common data ser-
vices support for NAS applications

Providing NAS users access to all authorized
NAS data

Providng security for data access and
exchange, as appropriate and available.
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19.2 Summary of Capabilities mation about the flight. The information will
be standardized to be consistent with ICAO
standards. The user is one of the main sources
of this type of data.

The modernized information systems will distrib-
ute timely, accurate, and consistent information in
electronic format across the NAS, resulting in im-
proved services to users, more efficient use of Resource Datainclude static resource data,
NAS resources, better flight planning, and more such as NAS boundaries, configurations, run-
cost-effective systems development and acquisi- ways, and SUAs; and dynamic resource data,
tion. The information systems will provide users such as airport and airspace capacity con-
and service providers with a common view of the  straints, current configuration of runways,
NAS for collaborative decisionmaking. Common,  system infrastructure status, schedule of SUA
standards-based data services will provide data activity, and schedule of maintenance activity.
collection, validation, processing, storage, and The FAA is one of the main sources of this
distribution of data to and from data sources that type of data.

are both internal (e.g., traffic flow management)
and external (e.g., the National Weather Servie Enhanced Weather Datdnclude current and
(NWS), airlines, DOD, and international traffic fo_recast weather, hazarqlous weather alerts for
flow managers) to the FAA. Figure 19-6, illus- windshear events (microbursts and gust

trates collaboration based on the Free Flight con- [1ONts) and other hazards such as icing, turbu-
cept. lence, etc.

Traffic Management Datainclude current
and anticipated demand/capacity imbalances
and planned strategies for managing them.

Data will be dynamically updated as situations
change. Data types will include:

 Flight Data: Such as the filed flight profile |
and all amendments, first movement of the
aircraft, wheels-off time, in-flight position
data, touchdown time, gate or parking assign-
ment, and engine shutdown. The current
flight plan will be expanded to become the Geographic Data:include terrain maps, ob-
flight object and will include the added infor-  struction locations, airspace boundaries, etc.

NAS Performance Measurement Dakro-
vide information on NAS performance in a
meaningful and readily accessible format for
better planning.
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ATC Service Provider Pilot

Free Routing Free Maneuvering
Collaboration

Controlled Free Maneuvering 4-D Contract Free Routing

Route Structure
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Restrictions/Clearances

. . Preventive
Predeparture Required Time Advisory,
Clearance of Arrival

Resolution
Maneuver

Collaborative

Collaboration Partnershlp Collaboration
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Flexibility

Flight Planner
Required Routes Free Routing
Controlled Departures Free Scheduling

TFM Service Provider
Restricted Free Scheduling
Flows Free Routing
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ATC-Preferre, Arrival Windows
Route
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Figure 19-6. Collaborative Decisionmaking in the Future NAS and Electronic Data Exchange for
Collaboration
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* Surveillance Data:Include aircraft-position 19.4 Information Security
time and coordinates reports, velocity,

_ _ and iNyj| information service providers are responsible
tent information.

for information exchange security. This includes

The NAS is increasingly dependent on greater ificCcess privileges, data integrity and availability,
formation exchange for better and shared plagnd data sensitivity. Security will become a more
ning and decisionmaking. The NAS-wide inforcomplicated issue as the local and NAS-level
mation network will provide NAS users and sercommon information systems evolve and as more
vice providers with consistent, accurate, timeljpformation is shared among the FAA and NAS

data to allow for future collaboration. users. Protecting the integrity and privacy of FAA
and NAS-user provided information will be criti-
19.3 Human Factors cal to information exchange effectiveness. For ex-

The new automation architecture and informe@™MPI€: Users must have confidence in the data
gey access and confidence that sensitive or pro-

tion-sharing processes will reduce human erro : .
and improve throughput, workload, system confienetary data they provide will be prot_ected._ New
! ' gcurity systems and procedures will be imple-

dence, and situational awareness. Human faCtc?nented See Section 9, Information Security, for a
goals for this architecture are to: ) ' Y

more detailed discussion.

* Reduce the potential for a human error (e.g., .
input error, or anomaly in one part of the syst9-5 Transition
tem to adversely affect the performance of arFhe transition timeline for implementation of
other part or person) NAS information services is discussed next. The

. Base the conceptualization, design, and d ollaboration and information-sharing transition

velopment of the information interface with imeline is shown in Figure 19-7.
the user on the functions people perform aniéiformation-sharing capabilities will be imple-
how and when they will be performed mented during the following time frames:

» Define the information architecture in termse Near term: Local information services will in-
that include the user’s task-related informa- clude information directory/repository, deci-
tion requirements and the human component sion support/data alerts, data management, se-
of relevant organizational modeling curity, system interface/information sharing,

. o and data archive. Evolutionary steps will be:
» Determine the acceptance criteria for the data

structure and standardization using factors — Provide internal FAA facility information
that include human performance measures _ pyoyide flight data to NAS users (including

(e.g., for the end-product’s utility and usabil- DOD) external to the FAA facility

ty) — Provide data access (search and query and
+ Devise information architecture suitability publish and subscribe) capability to NAS

and effectiveness measures that relate to oper-  users (including DOD) external to the FAA

ators’ and maintainers’ time- and event-de- facility

rived tasks — Develop coordinated interfaces among leg-
«  Optimize information architecture and imple- acy systems and for new and reengineered

mentation to clarify boundaries and proce- systems

dures for controller and ﬂlght crew roles and — Deve|0p NAS information services, in-

responsibilities in collaborative operations cluding data administration, data models,

and interactions standards, protocols, and common data

definitions

» Develop information architectures that pro-
mote the capability for air and ground dis- Mid term: Expand information-sharing capa-
plays to enhance common situational aware- bility to address other specific information-
ness among various users. sharing requirements
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ond 93] 99/ 00|01 02| 03] 04| 05| 06| 07| 08| 09] 10]11]12]13]14]15
NAS Modernization Phases Phase 1 Phase 2 Phase 3

Transition Steps Stepl | Step 2 | Step 3 | Step 4
Local Information Standards and Data to
Exchange Requirements /nternal Data External Data Seerch/Query
Information Sharing Users Capability by Users
NAS-Level Common Standards and Requirements Incremental NAS-Wide
Information Exchange Information Sharing Information Implementation

Figure 19-7. Collaboration and Information-Sharing Transition

Provide demand data, such as flight infori9.6 Costs

mation (flight object) and flight schedule st of the FAA costs for NAS collaboration and
information information sharing are covered in the interopera-
— Provide capacity data, such as radar surfiy Costs for each NAS system. Other costs are
maries, airport status, and airspace capagroWn in Figure 19-8. They include:

ity/status * Information modeling and standards develop-
ment

|_
<
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— Provide notices to airmen (NOTAMS) and
weather data, such as hazardous weathrer Standards management, validation, and con-
warnings formance testing

— Implement NAS information services,® NAS-wide engineering knqwledge reposit_ory
which includes standards, protocols, and development, implementation, and operations
common data definitions and maintenance

Specific NAS-wide data bases such as a cen-

tral adaptation data system.

* Far term: Provide information sharing for the
NAS operational concept

19.7 Watch Items

» Identify priorities for delivery of collabora-
— Plan and coordinate local and NAS-level tion information with users
common system infrastructure, which in-.
cludes:

— Manage overall NAS information

Establish policies for collaboration and infor-
mation sharing. These policies are for:

—NAS data administration services — Authorizing access to specific classes and

—NAS information technology services types of data for FAA and NAS users
— Allocating integration and interoperability

—NAS data modeling services responsibility among system developers,

— Maintain NAS information services, which including clear guidance for commercially
includes responding to changes in stan- available versus developmental tradeoffs
dards, protocols, and common data defini- — Accommodating ad hoc legacy systems for
tions as requirements evolve. system interoperability and information
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1998 Constant Dollars Pending JRC Approval
®RE&D
BFgE
1998 1999 2000 20’01 20’02 20’03 20’04 20’05 20'06 20'07 20’08 20’09 20’10 20’11 20’12 20’13 20’14 2015
Figure 19-8. Estimated Collaboration and Information-Sharing Costs

exchange (e.g., operational data manage- used within the NAS to meet operational

ment system (ODMS), Systems Atlanta In- needs, but no requirements exist to access

formation Display System (SAIDS), spe- the data, or transition these needed capabil-

cial use airspace management system ities into developmental systems.

(SAMS), etc.). These systems are currently
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20 TRAFFIC FLOW MANAGEMENT

Air traffic management (ATM) encompasses trafPresently, sites with operational prototypes have
fic flow management (TFM) and air traffic con-experienced operational benefits.

tr(_)l (ATC) cgpabilities and is des_igned to mini.’The future TFM is based on the concept of opera-
mize air traffic delays and congesnon_vv_hne maXig o (CONOPS), which has the goals of in-
mizing oy(_arall NAS throughput, flexibility, and creased safety and improved traffic flow, and sup-
predictability. ports Free Flight concepts. This CONOPS relies
This section addresses the functionality and evon a substantial increase in data exchange and
lution of the national and local TFM componentgollaborative decisionmaking between NAS users
of the ATM architecture. The description of TFM(e.g., revenue carriers, business aircraft, general
functionality includes capabilities at the Air Traf-aviation, military, and international aviators) and
fic Control System Command Center (ATCSCCFAA service providers (e.g., air traffic control and
with some functionality distributed to traffic man-traffic flow management) and on development of
agement units (TMUs) at air route traffic controlmproved NAS flow analysis and prediction tools.

centers (ARTCCs), at high-activity terminal radal1’he FAA will provide NAS users with data on the
approach control (TRACON) facilities, and at the"status of NApS resources and conditions, while

highest-activity airport traffic control towers \as users will provide their daily operating

(ATCTS). To avoid duplication, only TFM func- goqqjes intent, and preferences to the FAA.

tionality is described in this section. For descripryic yata exchange is expected to improve the de-
tions of ATC functionality, see Section 21, E.ncisionmaking process for both FAA and NAS us-

?gu_tre; S(_actllgn ZS,SOC(f_anlczzncTi OffShOl’(é; i_ectnE?S. Collaboration will allow airline operators to
» lerminal, and section 24, Tower and Alfpofhaye a much stronger voice in decisions that af-

Surface. fect their fleet productivity rather than having
TFM is the strategic planning and management tfiose decisions imposed upon them. NAS users
air traffic demand to ensure smooth and efficientill be involved in collaborative decisionmaking
traffic flow through FAA-controlled airspace. Toin three ways: (1) providing real-time data to the
support this mission, traffic management speciaNAS, (2) when appropriate, actively participating
ists (TMSs) at the ATCSCC and traffic managen flow strategy development and selection, and
ment coordinators (TMCs) at local facilities(3) modifying their operations to meet the collab-
(ARTCCs, TRACONSs, and towers) use a combieratively determined flow initiatives.

nation of automation systems an_d_ procedureﬁAS flow analysis and prediction tools will sup-

known collectively as the_ T.FM decision SUppqlr_Fort the collaborative development, selection, and

systems (DSSs). I_\/!qdernlzmg_ the TFM DSSs i mplementation of changes in flow restrictions in

cludes new capabilities that will provide: the NAS. This will benefit both users and the

e More timely and precise data exchang&AA by ensuring that the NAS is operated effi-
between traffic managers and airline operaiently.

tions centers (AOCs ) .
( ) 20.1 TFM Architecture Evolution

ﬁnplementation of TFM services is limited by ex-

isting TFM technology, which includes hardware,

: %’perating systems, and various programming lan-
ty guages that have become obsolete and are unsup-

* More precise tools to analyze flow controlportable. To support current flow management ca-
data, performance, and decisionmaking. pabilities and planned enhancements, the TFM in-

These TFM DSS enhancements are expectedffgstrugture will be upgraded to an open client-
reduce industry operating costs by reducing fligtﬁerver infrastructure.

delays, providing more predictability, and givingThe envisioned TFM capability upgrades fall into
users operational control over their resourcethese functional areas:

|_
<
o

 Enhanced analytical and display capabilitie
to facilitate FAA and industry collaboration in
response to temporarily reduced NAS capa

JANUARY 1999 TRAFFIC FLOW MANAGEMENT — 20-1



NATIONAL AIRSPACE SYSTEM

» Data ExchangeAccess to more timely and mentation of new TFM capabilities. Central to the

accurate information infrastructure evolution is a reengineering effort
designed to provide an open-system, client-server
dnfrastructure and modernized software architec-
ture capable of supporting the increased func-
tional capabilities.

* Collaborative Decisionmaking: Improved
communications with users for operation
negotiations

* NAS Flow AnalysisMore automated tools to
evaluate NAS status. The key objective of capability improvements

Specifically, these upgrades are based on t il be incremental implementation of the high-

RTCA Free Flight Task Force 3 report (supple-eneﬁt TFM capabilities as soon as possible.
mented by Working Group 5 of RTCA Subcom.J FM software upgrades that are planned for the

mittee 169), the FAAs interagency research areriod between 1998 and 2015 are organized into

development plan, and the current CONOPS. THRU' Stéps. Five upgrades to the TFM infrastruc-
structured evolution of these capabilities is deure are also planned for these steps. The follow-

picted in Figure 20-1. The infrastructure to supNd Sections summarize the current system and the
port these new functions will be upgraded in Ypgrades in each functional area for each step.

parallel effort. ) )
_ 20.1.1 TFM Architecture Evolution—Step 1
The TFM architecture represents a phased aProg8)

proach to modernization. The approach will re-
place the current infrastructure (to include hardFMUs are located at the ATCSCC, all ARTCCs,

ware, operating systems, program languages, aadd high-activity TRACONs. Some high-activity
communication protocols using commercial offATCTs have a subset of TFM functionality. Lo-
the-shelf (COTS) data base management systegated near Washington, D.C., in Herndon, Va., the
(DBMS) and a geographic information systenrATCSCC is a national facility dedicated to sys-
(GIS)), improve current operating system functemwide domestic and international planning and
tionality, improve the efficiency of existing func-coordination. Once the sole location for traffic
tionality, and provide for the evolutionary imple-management activity in the NAS, the ATCSCC

Step 1 Step 2 Step 3 Step 4

1998 1999-2001 2002-2005 2006-2015

Complete
ETMS
Re-Engr

HW Sustain
and
Replace

Initial ETMS
Re-Engr

ETMS/ASD
HW Sustain
and Replace

Infrastructure

User-Prefs and
Flight Object
and Real Time
Restrictions

Arrival
Sequencing; AOC
Flight Planing;
and Initial NAS
Status

Historical
Info to Ops and
Enhanced NAS
Status

ASD Data to
Industry

Data Exchange

FP Eval and
Dynamic Data
for
Collaborative
Routing

Enhanced
Collaborative
Routing
(Wx, etc)

Enhanced
GDP and Initial
Collaborative
Routing for
Severe Wx

Enhanced
GDP
Prototype

Collaborative
Decisionmaking

Compliance
and Dynamic

NAS Analysis Compliance

) Perf and Sys Monitoring Density
NAS Flow Analysis Impacts and and Enhanced Monitoring; and
Auto Problem Sys Impact Enhanced Perf
Recognition Assessment Assessment

Figure 20-1. TFM Evolution
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has evolved into a network of facilities with these  assigned by a computer program at the ATC-
key responsibilities: SCC, sent to host computers at the en route
centers, and printed on flight strips. A proto-
type Ground Delay Program Enhancement
system is being evaluated at the ATCSCC and
« Coordinating with TMUs at local facilities to selected AOCs.

plan and implement restrictions as needed

e Monitoring air traffic and the status of air-
ports and airspace across the NAS

Ground Stop Program. This program stops
» Assessing NAS performance and working all departures selected by the ATCSCC to a
toward long-term improvements specific destination airport.

* Providing a central point of contact for NASe National Route Program (NRP). This pro-
users and TMCs. gram allows flight planners to request use of

The TMSs at the ATCSCC monitor traffic, specific routes in the NRP. Because the
weather, resource capacity, and equipment status requested routes span en route center bound-
across the NAS to develop a systemwide perspec- aries, the ATCSCC coordinates this program.
tive of NAS traffic flows and the implications ofe Managed Arrival Reservoir (MAR) Pro-
local situations (i.e., situations that affect the op- gram. For designated airports, this delay pro-
erations of a single en route center or a single ap- gram eliminates the routine use of miles-in-
proach control facility). TMSs are trained to work  trail restrictions on arrivals. The ATCSCC
toward systemwide efficiency without allegiance coordinates with local facilities to designate
to an individual en route center, approach control participating airports, and it monitors the
facility, or tower. actual use of airborne holding.

ARTCC and TRACON faC|I|ty TMCs genera”y 20111 Current |nfrastructure

manage traffic situations affecting their airSpaC%urrently the fundamental component of the

They coordinate with neighboring facilities . ; ,
through the ATCSCC as needed and report stat-IL]E Mmlnrf]t[agtru::trl:]reéi_mg ng}ﬁ;edrc%ﬁlc Min-t-
information to the ATCSCC. However, when traf29¢Me ystem ( )- provides a ne

fic situations have broad impacts or when the u MSs and TMCs to track and predict traffic

derlying cause is extreme or long-lasting, th
ATCSCC takes the lead in planning and coordin lows, analyze effects of ground Qelays or vyeather
tion delays, evaluate alternative routing strategies, and

plan flow patterns.

|_
<
o

vork of processors and workstations used by

The ATCSCC develops flow management strat “TMS data management and processing is cen-

gies that are implemented through the Grou . .
. rally performed via the TFM hub. The hub is the
Delay and Ground Stop programs, which are OIrErocessing engine that drives ETMS, and data

signed to respond to current capacity limitation . :
due to adverse weather, runway closings, or oth%'}ov'ded by the TMUs are the basis for ETMS

causes. The ATCSCC also oversees the Natiorfﬁipcessmg' The hub establishes and maintains a

Route Program and monitors traffic at airports m—.gh.t data ba_lse of active and_proposed ﬂ'.ghts.
cluded in the Managed Arrival Reservoir pro—\;vll')tg(':?a tr}iigggfg t?;:;eiz ig%;ﬁgﬁgiﬁ;iﬁ'g;g
%\;a\llm. Brief descriptions of these programs fo'éubmitted by the ARTCCs and some TRACONS
' and flight service stations (FSSs). Weather data,
* Ground Delay Program (GDP). This pro- facility configuration, and facility status are main-
gram delays aircraft for a specific amount ofained in separate hub data bases. ETMS has three
time after their requested departure time imajor components:
order to achieve a desired arrival rate at a des- o
tination airport. Appropriate departure delay§ ﬁgﬁgﬁg}'gﬂ;l a;testhe ATCSCC that support
are calculated to avoid excessive airborne y
holding. Controlled departure clearance times Functions that centrally manage the ETMS

or estimated departure clearance times are wide area network (WAN) communications
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by processing and distributing messages to &diTMS extracts official scheduled data from the
sites Official Airline Guide (OAG) and combines the
data with data in the TFM hub. Data from these
that support AOCs, TMUs at local facilities>O ' CeS are u_sed to produce th? ASD. The GDPis
(ARTCCs, TRACONS, towers, and regionaned when air traffic d_emand is _expected to ex-
facilities), and other users ceed thg arrlval_ capacity at an airport for an ex-
' ' tended time period. This situation is prevented by
The current ETMS uses Apollo/Hewlett Packardielaying takeoffs of some of the aircraft destined
processors for TMU display functions, hub routfor that airport. GDPs use predictions of demand
ing and message processing, and ATCSCC funaad capacity to produce a schedule of departure
tions. ETMS uses a point-to-point, proprietargdelays.
communications system that features centralized ) ] ) ]
processing with a star topology to connect th'é version of ASD is aval_lable to_lndu.stry and pro-
various TFM sites. ETMS applications were de\_/ldgs a natlonal-lev_el aircraft situation Qata feed
veloped using Apollo processors and operatiflg industry, enhancing the FAA's and industry's
systems that are obsolete and no longer sugRllaborative decisionmaking.

ported. The ETMS hardware and operating sy§\ss implement cross-NAS traffic restrictions,
tems currently are being upgraded, and an effortdsgjitate coordination among domestic and inter-
underway to translate the applications software {4ional service providers, and interact with AOC
C language. This effort includes defining an apyijities and other NAS users. The ATCSCC mis-
plication interface to use the transmission contr@ly, is to balance air traffic demand with system
protocol/Internet protocol (TCP/IP) socket-basefynacity. It also uses the central altitude reserva-
interface and acquisition routers supporting thgyn function (CARF), the special use airspace
transition of communications to TCP/IP, Which(SUA) management system (SAMS), the
will be accomplished in Step 2. dynamic ocean tracking system plus (DOTS
20.1.1.2 Current Functionality Plus), and the high-altitude route system (HARS).

ETMS supports TMSs in assessing traffic demarfdARF manages military flight plans. SAMS pro-
by displaying, on a national scale, traffic locatioivides historical data of SUA usage by both mili-
and volume and predicting air traffic flow hourdary and civilian air traffic. DOTS Plus calculates
in advance. ETMS is a tool for dynamically anapreferred oceanic tracks based on current wind
lyzing projected flow into sectors and airportsgonditions and records the assignment of flights
enabling preventive action to ensure that core tracks. HARS provides routing for military air-
trolled areas are not overloaded. craft over the contiguous United States.

e Aircraft situation display (ASD) functions

ETMS provides these functions: 20.1.2 TFM Architecture Evolution—Step 2
« Traffic Display. By monitoring the ASD, (1999-2001)

TMCs can evaluate traffic flow, demand, anths part of Free Flight Phase 1 Core Capabilities
available capacity at the national, regional, jmited Deployment (FFP1 CCLD), AOCs and
and local levels. ATM personnel will use collaborative decision-

« Congestion Prediction.TMCs can anticipate making (CDM) capabilities to enhance flight
periods of congestion with the monitor alertplanning. The FAA will provide participating
which compares the expected number of aiROCs with aggregate demand lists, anticipated
craft at specific resources (e.g., airports andifport acceptance rates, arrival rates, and param-

sectors) against established thresholds. ~ eters for anticipated ground delays. In the two-
way exchange of information, AOCs will respond

* Arrival Analysis. When arrival demand at any, the FAA with flight cancellations and revised
airport is predicted to substantially exceed.haqules.

capacity for an extended period of time, the
TMSs at the ATCSCC can invoke a capabilityrhe FFP1 CCLD capabilities to be used for TFM
to develop a GDP. include:
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Enhanced ground delay progrartises two-
way data exchange between the FAA and
AOCs to facilitate better ground delay deci-

to facilitate ground delay decisions by the
FAA and efficient scheduling decisions by the
airlines. NAS users provide actual cancella-

sions tion and delay information to the FAA. The
FAA will provide aggregate demand lists,
anticipated airport acceptance rates, arrival
rates, and parameters for anticipated ground
delays. This updated current-day schedule
information will become the basis for
improved GDPs and more accurate monitor
and alert predictions, which will reduce

adverse schedule impacts on NAS users.

* NAS status informationProvides the NAS
operational status to AOCs to promote a
shared understanding of NAS traffic manage-
ment decisions

e Collaborative routing: employs electronic
chalkboards to share real-time traffic flow
information with users to discuss potential
routing alternatives around severe weather.

AOCs and the FAA will have the opportunity to”
access system performance, operational benefits,
and acceptability. With positive results, these
CDM capabilities will be fully developed, inte-
grated, and deployed to suitable locations.

Arrival Sequence Display, Increment Wil
display arrival traffic schedules in TRACON
TMUSs as soon as a flight is airborne. This ini-
tial increment will be directed at TRACONS
with a single dominant carrier.

* NAS Status, Increment Will provide air-
port-related NAS status information, which is
readily available from current systems and
sensors, to other FAA facilities and to NAS
users. Data for major airports are expected to
include current and planned airport configura-
tions, equipment status, arrival and departure
rates, and weather data.

20.1.2.1 Infrastructure Enhancements

During this period, infrastructure enhancements
will include TFM sustainment (hardware and op-
erating systems), year-2000 compliance, and hub
hardware replacement. This step replaces unsup-
portable software and hardware components. It is
a stopgap effort to pave the way for future open
system enhancements. Obsolete proprietary com-
munications will be replaced with new software
and hardware supporting TCP/IP. This is an es-
sential step that forms the foundation for the mi-
gration of TFM infrastructure and functionality to
an open systems environment. Installations of
ETMS at new locations (TRACONSs and ATCTS)
will continue (refer to Sections 21, En Route; 224
Oceanic and Offshore; and 23, Terminal). The
weather and radar processor (WARP) will become
the primary source of ARTCC and ATCSCC and long-range planning. This initial incre-
weather data and will interface with TFM deci- ment addresses information that is available
sion support systems (DSSs) that require weather in current systems or with minimal data entry.
support. ETMS will interface with the Standard

Terminal Automation Replacement Systent-0llaboration

(STARS) via a one-way interface. Collaboration enhancements planned for this step
include:

|_
<
o

AOC Flight Planning, Increment Will pro-
vide the ability to exchange additional flight
planning information with AOCs. This
includes sharing constraint information (e.qg.,
airport capacity), demand projections, and
user schedule updates.

Post-Flight NAS Analysis, Increment Will
provide historical information to service pro-
viders and users for post-operations analysis

20.1.2.2 Functional Enhancements

 GDP Enhancements, Increment Will pro-
vide flight schedule monitor (FSM) that eval-
uates users' responses to plans for GDPs. The
GDP improvements in Increment 1 to be
incorporated into the FSM include:

Data Exchange

Data exchange enhancements planned for this
step include:

« Enhanced Data Exchange for GDW®!/ill pro-
vide data exchange to support collaborative
decisionmaking between the FAA and AOCs

— Ration by schedulases the OAG schedule
and updates from users as the basis for the
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GDP. It ensures that airlines are not penal- assessment of schedule changes, flight can-
ized for exchanging real-time schedule up- cellations, and other operational modifica-
dates with the FAA. tions made by decisionmakers.

— Schedule compressiamproves the current 20.1.3 TFM Architecture Evolution—Step 3
substitution process to allow more flight§2002-2005)

into slots available due to cancellation,
thereby compressing the overall departurd0.1.3.1 Infrastructure Enhancements

schedule. Throughout the evolution of the TFM infrastruc-
« GDP Enhancements. Increment 2will ture, new installations of ETMS at various TMUs
include: ' and remote facilities will continue. The initial

ATCSCC local information services will be avail-

— Flight substitution simplificatiorllows us- able during this time period. The TFM network

ers to identify which flights are assigned tawill begin to be converted to be compatible with

which arrival slots. local information sharing and the NAS-wide in-

— Control by time of arrivagives users more formation network (see Section 19, NAS Infor-

control over scheduling their own aircraftmation ArchltectL_Jre and _Serwces for Collabora-
and managing delays en route. tion and Information Sharing).

« Collaborative Routing, Increment 1wil '€ reengineered TFM software will provide a
provide static data for use during periods df'°dern, open-system architecture that will ac-
capacity restrictions typically caused bfommoc_late system mam_tamablllt_y, expandabl!—
adverse weather. Several methods will bdY: and increased processing requirements. It will
explored that allow participants to interac'€Place custom code with a COTS data base man-
tively determine general rerouting of aircraf@dement system and other COTS products. It wil
around areas experiencing unexpected disruiSC Integrate DOTS Plus, SAMS, CARF, and
tions. ther new TFM capabilities, such as GDP en-

hancements.

NAS Analysis and Predictions By the end of Step 3, the flight data management

NAS analysis and predictions enhancements f@FDM) prototype will be implemented at the
this period will include: ATCSCC and interfaced to TMU workstations at

» Performance Assessment, Incremeniidtl selecteo_l ARTCCs f_or evalugtion puUrposes. A
establish and validate the metrics for measurrr-mctjerf?'Z?.OI systelm IS etssi.em'alft?hth?é';ﬂnily and
ing real-time NAS system performance fronﬁgﬁ;eﬁﬁ;ﬁi;mgnﬁ?ﬁ;:d'%glgw € une-

user and service provider perspectives. The '

performance assessment function recordggp.1.3.2 Functional Enhancements

stores, manages, and facilitates access to

NAS performance data. Data Exchange

« Automated Problem Recognition:Will Data_ exchange enhancements planned for this pe-
develop an early warning capability to recogf©d include:
nize and measure projected resource demand NAS Status, Increment ®Vill provide static
and inform service providers and users when and some dynamic information on current
capacity is projected to be exceeded. More and predicted restrictions and constraints,
accurate projections of resource bottlenecks including active SUAs, agreements between
can be predicted because the airlines provide facilities about crossing altitudes and speed,
timely information about current flights. miles-in-trail, resource capacities, system out-
. System Impact Assessment, Incremeill: ages, preferred routes, and weather conditions
help increase the understanding of system that could affect aviation.
changes by developing fast-time simulatiom Arrival Sequence Display, Increment \&fll
capability, thereby allowing more timely provide real-time schedule updates of depar-
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ture from the gate and airborne flight infor- and verify that users act in accordance with
mation, which will improve air carriers' plan- ~ ATM restrictions. Industry participants are
ning. This increment will extend the initial thus assured that they are not receiving any
capability to TRACONSs with two dominant unfair operational penalty for participating.

air carriers. * System Impact Assessment, IncremehYif:

* Post-Flight NAS Analysis Increment ®iill develop fast-time simulation capability,
provide historical information to service pro-  allowing immediate assessment (within5
viders and users for post-operations analysis minutes) of schedule changes, flight cancella-
and long-range planning. tions, and other operational modifications by

service providers (based on expanded flight

information). This provides decisionmakers
with a better understanding of the impacts of
specific actions.

e AOC Flight Planning Increment 2Nill pro-
vide the ability to use additional flight plan-
ning information within FAA automation sys-
tems.

«  Two-way ETMS-STARS interfat#ill enable 20.1.4 TFM Architecture Evolution—Step 4
the display of ETMS data on terminal and2006-2015)

tower controller workstations. 20.1.4.1 Infrastructure Enhancements

Collaboration Infrastructure enhancements to the hardware and
Collaboration enhancements planned for this pgoftware will provide a COTS geographic infor-
riod include: mation system, which will replace custom soft-

ware. This will enable external queries in support

i ) f flight objects and provide the interface to FDM

K{X;’de dynamic data for use by the FAA an ystems, local TFM functionality, and integrated

USErs. arrival and departure schedules. Additionally,

* Flight Plan Evaluation:Will allow users to new ETMS installations at various TMUs and re-
send a flight plan to the FAA to evaluate thenote facilities will be completed.

route, altitude, and time of flight to determine]-he hardware and software will be fully compli-

\ll\lvgzthertth?_ planﬁd route W'”. wol;atedla;my nt with the expanded information contained in
restrictions. The user receives feeabacy,q flight object. This will support distributed

and can request the service provider to file the . |- . S .
! gement of flight planning information, ac-
flight plan at both the ATCSCC and th_etive flight information, and archived information,

appropriate  ARTCC. This feedback is ] o : - ’
expected to include information about systerLJnCIUdmg post-flight analysis. The TEM infra

traint d opti I Ny ajructure and applications will be fully integrated
constrainis and options as Well as operationgliy, he NAS-wide information network.
rationale governing the acceptance, modifica-

tion, or rejection of a flight plan at the time it20.1.4.2 Functional Enhancements

Is filed. The flight-object structure will be in place, and
« Collaborative Routing, Increment 3wWill AOCs and other users will begin to use 4-dimen-

address severe weather avoidance areas wdlonal (longitudinal, lateral, vertical, and time)

suggested reroutes during periods of capacitsgjectory information. The information captured

* Collaborative Routing, Increment 2wWill

|_
<
o

restrictions. will be closer to real-time than in the past. Tools
_ o will be updated to take advantage of the addi-
NAS Analysis and Predictions tional information in the flight object, such as
NAS analysis and predictions enhancements fgate preferences (see Section 19, NAS Informa-
this period include: tion Architecture and Services for Collaboration

. Compliance Monitor, Increment Will eval- and Information Sharing, for additional informa-

uate and monitor NAS user compliance Witr]iIon about the flight object).
collaboratively determined TFM solutions.Four-dimensional trajectories will be used in
This capability will allow TMSs to monitor planning functions for the first time during this
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period. Negotiation of a proposed flight path willNAS Analysis and Predictions

take into account NAS airspace status, and theA

flight object will be filed and updated as changes
occur during the flight. This two-way data ex-
change will enable improvements to both the tae-
tical and strategic DSSs to sequence aircraft to
runways closest to the airline assigned gate and
allow airlines to more effectively minimize their
terminal turnaround time for aircraft.

Information available to service providers (e.qg.,
TMSs and TMCs) will be greatly enhanced: NAS
users and service providers can query the flight
object and receive the status of any flight in the
NAS. Simulation tools will allow NAS TMSs to
anticipate and react more efficiently to dynamic
changes in the NAS. Flight planning activity will
be enhanced with more real-time data about the
NAS and active and planned flights.

Traffic flow managers and controllers will have
access to the same decision tools and flight ob-
jects. These tools, with adjustments to the look-
ahead time, will become density tools for assess-
ing the ripple affect of airspace changes. Modified
trajectories can be developed collaboratively with
AOCs, pilots, and other NAS users. The new trg-
jectories can then be distributed to flight decks
and downstream facilities. Traffic flow managers
will have access to common ATM workstations as
part of the TFM DSS.

Data Exchange

The data exchange enhancement for this peri
includes the Arrival Schedule Tool upgrade.

S Analysis and Predictions enhancements
planned for this period include:

Performance Assessment, Incrementall
expand the Increment 1 capability to establish
and validate the metrics for measuring real-
time NAS system performance from a user
and service provider perspective. The system
performance assessment records, stores, man-
ages, and facilitates access to NAS perfor-
mance data.

Compliance Monitor, Increment 2:Will
enhance the previous increment to accommo-
date new ATM collaboration information. It
will evaluate and monitor service provider
and NAS user compliance with collabora-
tively determined TFM solutions. This capa-
bility can be used by TMSs to monitor and
verify that users act in accordance with ATM
restrictions that may be imposed under the
Free Flight concept. Industry participants are
thus assured that they are not suffering any
unfair operational penalty for participating.

Dynamic Density Monitor:Will determine
how best to measure density, including an
enhanced monitor alert algorithm to measure
the current (not predictive) state of traffic
density.

20.2 Summary of Capabilities

%e NAS-wide information network is designed

to facilitate collaboration and information sharing
« Arrival Sequence Display, Increment &lill  between users and service providers. NAS users
provide data/information to the airlines suitWill be involved in collaborative decisionmaking
able for displaying arrival traffic schedulesby actively participating in flow strategy develop-
and real-time updates of flight plans and sugnent, when appropriate, and by modifying their
sequently to the flight object when imple-operations to meet air traffic flow initiatives. Col-
mented. laboration and information exchange will reduce
operational uncertainty, improve predictability,
and enhance the decisionmaking process by al-
|gwing user input into decisions that affect daily
operations. Daily system performance data will
be recorded to enable quantitative measurements
e Collaborative Routing, Increment 4Will concerning the effectiveness and efficiency of
take into account other status information oNAS operations from both the FAA and user per-
the NAS, such as equipment availabilityspectives. These capacity-related metrics will in-
SUA availability, when suggesting rerouteslude delays, predictability, flexibility, and acces-
due to severe weather avoidance. sibility.

Collaboration

The collaboration enhancement planned for th
period is:
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The collaborative process establishes the data ekanges, the NAS is updated in real time, and
change capability that will be used to implementommercial flights can be routed through it.
ration-by-schedule procedures. The procedures ] ] )
modify the GDP, using the airline schedule, as d&ight plan evaluation provides NAS users with
fined in the OAG as the baseline for allocating admmediate feedback about system constraints and
tual departures and predicting arrival times, rath@pPtions for_thelr P'anf‘e_d routes. This aIIov_vs_, users
than the individual flight estimate. The ATCScdC Make timely revisions before submitting a

consolidates the schedule information and trang'-ghtlalaq' Wi:jgnta: flight is atlrbct)rr]ne arl}dbopetr.a-
mits it with information on airport arrival capacity lonal factors dictate a reroute, the collaborative

constraints. flight planning process will allow real-time
changes, such as reroutes around severe weather

Control by time of arrival (CTA) provides users®" congest_ed airspac_e. The airport c_onfiguration
with more flexibility in operational planning. Status will include active runway, equipment out-
CTA uses arrival- rather that departure-based d89¢S: weather, bra_kmg action, a_nd visibility con-
cisionmaking procedures, giving users more co litions. It will also include operational data, such
trol over scheduling their own flights. Users will2S arrlval_and departure rates and types of ap-
be assigned arrival times at destination airporP§OaChes in use. The CDM process will also give

and will be able to determine their departure angbC's the opportunity to take part in deciding

en route schedules to meet their designated arri\\/%rllen equipment can be shut down for routine
times maintenance. See Figure 20-2 for a summary of

the capabilities evolution.

Military scheduling agencies will provide
real-time schedules for using SUA that allow su
ficient time for service providers and users to indsing complex automation systems to support hu-
corporate it into their planning. As a SUA's statusnan activity entails a common understanding of

f20.3 Human Factors

|_
<
o

Arrival sequence display, user-supplied schedule updates and
departure plan, NAS status, constraint information, historical information

Real-time restrictions and constraints, user preferences; expanded flight plan

4-D trajectory planning (ground, runway, and air)

Initial Exch)
of Readily
Avall. Info,

Real-Time
Data Exch.

Data Exchange Add'l Data

Collaborative

Decisionmaking Enhance- Collaborative] - (Collaborative
ments Routing Interactive airborne refile, 4-D trajectories
Eg?r:/dgg/{ng?gl.cdg?;a Provide suggested reroutes for capacity restrictions and weather avoidance

FSM, schedule compression, ration-hy-schedule; visual collaboration; flight substitution
simplification, control by time of arrival, off-the-gate advisory; flight plan evaluation, initial collaborative rerouting

NAS Flow Initial Enhanced 5 ! .

| : ) ystem Simulation
Analysis Analysis Analysis Monitor Tools

Tools Tools

Impacts to anticipate and react more effectively to
dynamic changes; enhanced flight planning activity

Accommodates new ATM collaboration information to evaluate
and monitor compliance with collaboratively determined solutions

Enhanced performance assessment; enhanced system-level impact assessment; compliance monitor

Initial performance assessment; initial system-level impact assessment; improved monitor alert

Figure 20-2. TFM Capabilities Summary

1. Generally, the SUA must be clear of commercial flights 30 minutes prior to being restricted to military operations.
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intent of all the parties in the process. The collalties will enhance the process of predicting the
orative decisionmaking process (already starterhffic flow constraints, evaluating candidate solu-
with establishment of the airline operations centefons, and executing the plans. The tools in place
network (AOCNet) that provides informationwill be used by all the parties in the process and
from the ASD to industry) will enable a closemwill provide for rapid and purposeful information
coupling between AOCs and the FAA-projecteéxchange.

traffic forecasts. This collaborative development

approach ensures that both NAS users and servifg4 Transition

providers are an integral part of the design, devel-

opment, and implementation of TFM capabilitiesThe transition for implementing the enhance-
Improvements in throughput, workload, systenments to the TFM Infrastructure in the three TFM
confidence, and situational awareness will ensufenctional areas is presented in Figure 20-3. The
that the capability will meet or exceed perfortransition and the associated costs will be driven
mance expectations. by increasing demand for the information and an-

_ _ alytical tools necessary to implement TFM.
The NAS architecture’s increased level of effec-

tiveness and efficiency of communications beyg 5 costs

tween service providers, facilities, and multiple

users (including pilots and ground-based eléhe FAA estimates for research, engineering, and
ments, such as AOCs) will improve the level oflevelopment (R,E&D); facilities and equipment

collaboration between parties in the system. Th{E&E); and operations (OPS) life-cycle costs for

collaborative process involves more than just theFM from 1998 through 2015 are shown in con-

transmittal of data across networks; it includes &ant FY98 dollars in Figure 20-4.

coordinated understanding of the intents and mo-

tivations of the other parties. This communicasqg g \Watch Items

tion, collaboration, and negotiation will be sup-

ported by various DSS tools to facilitate a rapid\ppropriate information standards and informa-

resolution to TFM situations. Communicationtion security must be implemented to protect sen-
methods and the information shared between paitive and company proprietary data.

(oA 98| 99/100/01(02|03]04|05|06(07]/08 09|10 4
Modernization Phases Phase 1 Phase 2 Phase 3
Architecture Steps [Step]  Step 2 [ Step 3 [ Step 4
__vearz«]
TFM HW Sustain New ETMS COTS DBMS/Local Information Services
Hub H/W R
Infrastructure
SAMS .
CARE Re-Englnegred SwW
DOTST Integration
FDM Prototype FDM w/ Flight Object
GDP Prot Enhance GDP FFP1
|_—TAirival Seq Display (1— Arrival Seq Display (2) Arrival Seq. Display (3)
Information AOC Flight Planning (1) AOC Flight Planning (2)
NAS Status FFRPL NAS Status (SUAs) Additional Data Items Added Each Year
Exchange Post Flight Post Flight (2)
Collaborative Maintenance Plannin
Z Fliéht Ob'ecIPlanniné 4-D
GDP Enhan(L)—"_ GDP Enhancements (2)
CDM Collab. Routing (1) FFPl/WxQX/CoIIRomin Collaborative Routing, (4) Dynamic Data
FP Evaluation FP_Negotiation /F{Neqotiat‘n W/FO
Performance Assessment (1)~ Performance A 1t (2)
Automated Problem Recognition
NAS Analysis System Impact Assessment(1)_ System Impact Assessment (2)
and Predictions Compliance Monitor (D—_ Compliance Monitor (2)
Dynamic Density Monitor

Figure 20-3. TFM Transition
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1998 Constant Dollars

OR,E&D
OF&E
BOPS

| \X/\
1998 1999 2000 2001 2002 2003

Figure 20-4. Estimated TFM Costs

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
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21 EN ROUTE

The En Route system is the core of informatioavolution provides user benefits as early as possi-
flow throughout the NAS. Air route traffic control ble in support of the operational concept and the
centers (ARTCCs) are critical information hubg$-ree Flight Phase 1 Core Capabilities Limited De-
for the NAS. Replacing the en route infrastructurployment (FFP1 CCLD) plans. FFP1 is discussed
is critical to sustaining NAS services, assuringn Section 6, Free Flight Phase 1, Safe Flight 21,
safety, and meeting user demand. The ability tnd Capstone.

sustain day-to-day NAS services takes prece-

dence over implementing new capabilities. How21.1 En Route Architecture Evolution

ever, at the same time that the hardware inffgyg o route architecture seeks to sustain existing

strugtur_e IS blelng replaced tobadc_iressf immedialgices while introducing new user services as
needs, It is also necessary to begin software reqegy as practical. The first area of focus is the de-

sign to resolve the fundamental limitations of th elopment of a stable hardware and systems soft-
existing software architecture to enable the mo&

s ded q ds f vare infrastructure with common operating sys-
ernization needed to support user demands for gdqg and system services. New air traffic control
ditional services.

(ATC) applications can then be put into place to
The Government/Industry Operational Concep€nhance present en route capabilities.
for the Evolution of Free Flightlefines the fuwre.lmplementation of the en route architecture has

operations and services for controlling aircraft INeen divided into four steps, beginning with the
the en route domain. The operational concept f(é— ’

; " urrent operational prototypes and display up-
cuses on an increased ability to accommoda; P b P piay up

) - Fades and ending with enhancement and integra-
user preferences using decision support tools f Dn of the en route systems and decision support

air traffic control (conflict detection, conflict res'tools. An overview of the sequence and relation-

olution, sequencing to t_ermlnal, and optimal de'hip of the en route functionality with respect to
scent patterns) and traffic flow management (coJ;

laborative decisi Ki NAS fl s he en route architecture is shown in Figure 21-1
avorative decisionmaxing, oW analySiSyg figure and the figures for the en route archi-
and data exchange).

tecture evolution steps show the initial operating
In support of this, the en route architecture fegapability (IOC) functionality. Before this deploy-
tures revised flight data management (FDM)nent, extensive engineering development and in-
continuous access to expanded flight informatioiggration is essential and must be funded to re-
(e.g., position, velocity, intended trajectory, prefduce the facilities and equipment (F&E) produc-
erences, etc.), improved decision support toolpn procurement risks.

and improved surveillance processing with mor$
accurate position, velocity, intent, and wind infor-
mation. New procedures will be developed to takg
advantage of the new operational capabilitieg.]

The operational concept emphasizes that theNgoftware running on the HOSCR platform is

will evolve to accommodate a flexible airspac ssentially the same software architecture that
structure, including dynamic airspace bounda;% y

restrictions and dynamic sectors. The en route as implemented in the early 1970s. The first

chitecture provides a basis for achieving the fun%E?agfgéEEIFSSE)C%ESS';%r:?ep?és\‘/?é?zgsﬁsei?q
tionality defined in the operational concept. generation weather radar (NEXRAD) weather

The en route architecture is driven by the neadata to en route controllers, the prototyping ef-
term need to sustain and then replace the en rofaets of center terminal radar approach control
automation hardware systems (e.g., host compu(@RACON) automation system/Traffic Manage-
system (Host), peripheral adapter module replacment Advisor (CTAS/TMA), user request evalua-
ment item (PAMRI), and enhanced direct acces®mn tool (URET), and the host interface device/
radar channel (DARC)). The en route architectundAS local area network (HID/NAS LAN).

|_
<
o

he first step includes replacing the Host hard-
are with Host/oceanic computer system replace-
ent (HOCSR) to solve the end-of-service-life

oblems. It is important to note that currently, the
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Step 1 ('99)
Current and Y2K
En Route Systems

Step 2 ('00-'04)
Core Capabilities

En Route Free Flight

Common
En Route

Step 3 ('05-'07)
Reengineered
En Route Systems

Common
En Route

Step 4 ('08 -'13)
Enhanced En Route/
Oceanic Systems

Common
En Route

Infrastructure

Infrastructure
(External

Infrastructure
(Full External

FDM

Engineering
Existing Test Bed
Radars ADS-B

Host
(Initial Software
Reengineering)

Enhanced
En Route/
Oceanic:

Reengineer
En Route/

En Route Comm * Flight Object

En Route Comm Proce.ssing
Gateway Gateway + Surveillance
Processing

* ATC DSS

En Route En Route * TFM DSS

» Redundant

Backup Capability

(B2)

Backup
(B1)

Initial
URET Conflict
Prototype Probe (FSD)

TMA (CTAS)
Prototype

DoR ARTCC
(Future Workstat
Capabilities ) orkstation

CPDLC Build 1
and Build 1A

Common
Data Link

To introduce early functionality, en route capabiliarchitecture during the software reengineering in
ties will be expanded in the early stages with ne@teps 2 and 3. The integration will factor in
applications executing on processors external lessons learned from the prototype imple-
the Host/HOCSR—the first two of which will be mentations in FFP1 activites and the efforts
the user request evaluation tool core capabilityecessary to make these products suitable for
limited deployment (URET CCLD) (evolved national deployment. URET CCLD implemen-

from the URET prototype) and TMA Single Centation in FFP1 provides basic conflict probe capa-
ter (SC) (evolved from the CTAS/TMA proto-pijlities to the en route center data-side (D-side)

type). controllers and will provide the capability for air

In the second step, the en route FFP1 CccCLiaffic controllers to accurately predict aircraft
capabilities, (i.e., URET CCLD, TMA SC), alongtrajectories 20 minutes ahead and identify poten-
with controller-pilot data link communicationstial conflicts. Initially, conflict probe will be im-
(CPDLC) Builds 1 and 1A will be provided atplemented on a Host outboard processor at se-
selected ARTCCs. These functions aréected domestic ARTCCs and will subsequently
implemented on external processors and will bee integrated into the coordinated ATC decision
integrated into the core en route softwargupport system (DSS) tool set. TMA will acquire

Figure 21-1. En Route Architecture Evolution

1. D-side controllers assist radar-side (R-side) controllers.
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flight and track data from HOCSR and calculatte made available nationwide. Prior to
schedules for arriving aircraft and send them toationwide implementation, users and service
specific TRACONSs with meter lists routed to erproviders will have the opportunity to assess
route controller workstations. system performance, operational benefits and

Also in the second step, DARC and PAMRI mus?cceptability, and safety before further deploy-

be replaced due to their anticipated end of servi ent. Introglgctlpn of data link services V\_””
life. These replacements, along with HOCS volve modifications to software and will require

technology refresh, will provide platforms to bet e addition of an outboard data link applications

used until the enhanced en route architecture isPh2¢€550" (DLAP).

place. At this time, the Host software reengineeBuring the third step, en route systems will be up-
ing effort will also begin with surveillance pro-graded to accept automatic dependent surveil-
cessing modifications to take advantage of imance (ADS) reports in addition to all of the exist-
proved accuracy and additional information availing sensor inputs. The position of aircraft in non-
able from existing sensors and avionics. Addiradar areas will be available to air traffic service
tional modifications to integrate oceanic and eproviders through processed ADS reports. This
route requirements will eventually lead to comhigher level of accuracy in aircraft position and
mon en route/oceanic processing. The reendhe downlinking of additional aircraft state data,
neered Host, the replaced DARC, and the resuch as velocity and intent, will permit enhancing
placed PAMRI (En Route Communications Gatedecision support tools to increase system capacity
way) will enable radar inputs from additional terand user-preferred route availability.

minal radar sources, which can provide addition

, @tep 3 will deliver aeronautical telecommunica-
surveillance coverage.

tion network (ATN)-compliant CPDLC services.
The evolution to the en route infrastructure beginst each stage, these data link capabilities will be
with the DSR LAN and HID/NAS LAN and merged with new and existing ATC automation
eventually results in a communications structureapabilities to take full advantage of the improved
(i.e., the common en route infrastructure) througtimeliness, reliability, and efficiency that data link
which all new en route functions will interface.services will bring to the ATC system. Eventually,
Flight information will eventually be available tothe en route and oceanic data link communica-
all service providers and NAS users using infortions and application software will be integrated
mation services and the en route infrastructurgto a common system.
Igri?ﬁor:nwirtrr?e}tagnofgacgiin%:rr:ien g’llcigwgr'”ag%\s an expansion of the FFP1 tools, the reengi-
support facilities as describ,ed in Sec:[ion 19, NA%eered en route system in Step 3 will contain an
Information Architecture and Services for Cc’)llab-l. tegrated version (.)f conflict probe.(CP) and mul-
ticenter metering with descent advisor. Part of the
engineering analysis in Step 3 will be the flight
Concurrent with the en route functional evolutiomlata management test bed designed to prove the
is implementation of an improved infrastructuregoncept of a universal format for flight objects
which is a combination of data standards, intewithin en route, oceanic, and terminal domains.
face protocols, and a complementary suite of uti

oration and Information Sharing.

. ) oo . 'h the fourth step of the en route architecture evo-
ity support for accessing/storing information, Plution, the existing functionalities that are pro-

erating system interfacing, and translating bg/-. R ;
: .vVided by multiple systems will be replaced by an
tween new and old data/interface formats. The "ihtegrated en route/oceanic system developed in

frastructure and services form the connectivit : :
basis for the addition of new en route functional¥he previous two steps. The new concept of flight

S data management uses flight objects identified in
XyR'll'nCt:% t(;ftaARTCC and for external access t?he operational concept and provides electronic

flight information for display to controllers. The
Initial data link service will be introduced at oneARTCC ATC DSS tool set is the collection, en-
key site. Initial operational CPDLC service forhancement, and integration of conflict alert, con-
non-time-critical applications will subsequentlyformance monitoring, conflict probe, and conflict
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resolution tools, which will be implemented andrhe Host is currently part of the primary channel
then enhanced. ATC equipment used in the 20 domestic centers.

The ARTCC ATC DSS functions support aircraft! provilijes radda;rdarl]ta dprocessing (.RDP) fo_r cenfter
separation from other aircraft, hazardous weath ,ntro €rs an | '9 (;[ ata process”mg Services for
terrain obstructions, and restricted airspace. TIfENEN terminal, and tower controllers.
combination of improved surveillance intent in- . .
formation, the tools in ARTCC ATC DSS, and theDAR.C s a baCKUp system that displays radar data
; o . . .__and limited flight data to controllers when the pri-
flight object in FDM will permit accommodation ;
. . s mary system is down. DARC supports two modes
of user-preferred trajectories. Additionally, the o
- . . of operation: NAS/DARC mode and DARC-only
ability to dynamically modify sector and center :
. ; ) mode. In NAS/DARC mode, the Host is fully op-
boundaries will be included to help balance con- _ . . ) .
troller workload erational _and provides the DARC with an inter-
_ C face to flight data. In DARC-only mode, flight
The following sections present the en route architata previously received from the Host cannot be
tecture evolution in more detail. Architecture diaupdated, so the currentness of flight data degrades
grams (Figures 21-2 through 21-5) show the corapidly.
tent of each step in a logical or functional repre-

sentation without any intention of implying aThe Host flight data processor (FDP) defines the

physical design or solution. airspace boundaries and processes flight plans for
) i aircraft that pass through each area, ensuring that

21.1.1 En Route Architecture Evolution— proper routings are applied. FDP also prepares

Step 1 (Current-1999) paper flight strips for the appropriate sector, ter-

In Step 1, the DSR program replaces the displayinal, and tower as the basis for coordination
channel complex replacements (DCCRs), conamong adjacent NAS facilities. Flight strips are
puter display channels (CDCs), and plan viewsed to record information provided to an aircraft
displays (PVDs). The HID/NAS LAN is also in- and for coordination activities.

troduced (see Figure 21-2). Implementation of

HID/NAS LAN forms a basis for adding newPAMRI is an interface peripheral to the Host, pro-
functionality and outboard processing (such adding the conduit through which the Host re-
CP, TMA, and data link processing), allowingceives and exchanges data, primarily radar data
early delivery of new capabilities. and interfacility flight plan data.

NEXRAD
Infrastructure Improvements

+ HOCSR Hardware with Host Software

1 1
1
i+ WARP ! :
|+ DR i — WMSCR | '
!+ HIDINAS LAN !
! ' (Wx & NOTAMs) —‘E —
(CTAS)
. 1 Prototype
Functional Enhancements P !
1
i URET
+ URET Prototype (conflict probe) A _ _HIDINAS LAN_ _“—
« TMA (CTAS) Prototype (aircraft volume and /TAI;/E]C—ON M i 'E (prototype)
mix, metering list) S I
+  WARP Weather to TMU Sensors R v Host !
+  Color Displays — LV
CTASIpFAST. [ i (HOCSR) ! R et s
(Terminal Prototype) fmmmmmmmm- 15! bSR ]
B 1R :
Legend DARC 1

Functional
Enhancements

CurrentEnhanced
Systems

Planned
Functionality

| | I mmm—pe=———- 1
L e +— G ;
[ ARTCC |

Figure 21-2. En Route Architecture Evolution—Step 1 (Current1999)
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The Host will be replaced in this step with a newoints into the terminal area. CTAS/TMA pro-

platform, HOCSR, which uses the current applivides miles-in-trail scheduling, time-based sched-
cation code with minimal modifications. Similaruling, and meter lists to controllers to ensure
hardware replacement with HOCSR will be madproper aircraft separation while increasing termi-
for the oceanic display and planning systemal capacity. This TMA function is a preproduc-

(ODAPS) (see Section 22, Oceanic and Offion prototype installed at five high-capacity air-

shore). This hardware replacement will solve thports and associated ARTCCs.

Host supportability problems. _ . .
HID/NAS LAN is a transitional infrastructure en-

At the Indianapolis ARTCC, a URET prototype ishancement that will allow outboard processors for
currently being evaluated for its ability to assishew applications to access the Host for data while
en route controllers in tactical planning to avoieninimizing use of the Host processor capacity to
potential downstream conflicts. A second URETun the applications.

rototype was installed in Memphis in 1997 to
p yP P SR provides color displays and will be delivered

test conflict probes across center boundarie@._

Aided by forecast winds information, URET ex With new display interfaces to the Host/HOCSR.

tracts real-time flight plan and tracking data fronfsY the end of this period, DSR will display im-
the Host, builds flight trajectories for all flightsProved weather data from NEXRAD, which is

within or inbound to the center, and continuouslfrocessed by the weather and radar processor
checks for conflicts up to 20 minutes into the fu WARP).

ture. As the field trials progress, URET functionparc, and PAMRI systems have reached the end
ality is being displayed for use by the D-side conysf thejr service lives. Sustainment and replace-
troller. In subsequent steps, the URET CCLDhent issues are discussed in the next step.

FFP1 tool and full-scale development of CP will

evolve from the URET prototype and the lessons1.1.2 En Route Architecture Evolution—
learned in these field trials (see Steps 2 and 3). Step 2 (2000-2004)

The en route portion of the CTAS program inin Step 2, PAMRI, and DARC functions will be
cludes a TMA tool for traffic managers and consustained via replacement with modern platforms
trollers in en route centers. This tool displays thihat can accommodate subsequent additions an
volume and mix of aircraft destined for the entrynodifications (see Figure 21-3).

NEXRAD
Infrastructure Improvements P . \
1
I« Host (HOCSR) Tech Refresh ! Service Coordination ! ARTCC J e
|+ Common En Route Infrastructure - Expanded LAN : in a central facility f Local Services ] 0 Wx
|+ DSR Tech Refresh ] e m WARP
0w ! o
N En Route Comm Gateway (PAMRI functionality sustained) ! VDL-2 1 CPDLC Build 1} 4
1+ EnRoute Backup (DARC functionality sustained) | « (FFPL) 2
e ! —— TMA (CTAS)
TR - (FFP1)
] Host i I
Functional Enhancements v (HOCSR) vt
\ (initial reengineering) , €
« CPDLC Build 1 [FFP1] arct | s 127 I
+  Hostinitial reengineered packages TRACON :ComEmnuﬁ?get\;ons: f URET
ist i B r FFPL
+ Process data from existing terminal radars for ASRs 1 Gateway a
improved coverage ARSRs T I H
+  DSR support for FFP1 tools ATCBI ' EnRoute ' F  emmmmmmm o
« URET CCLD FFP1 (Conflict Probe) Mode-S | Backup 1 & | )
* NEXRAD WeatheronDSR [ | Nmmmmmemmd il DER
+ CPDLC Build 1 via VDL-2 [FFP1] H S 1
+ TMA (CTAS) [FFP1] Legend 1 @ €
+ Local Data Sharing/Services ) .r: s WMSCR FDIO
Ennancements Wx & NOTAMSs
D (S);;{:rr:gEnhanced [ ARTCC I
C ] Ay

Figure 21-3. En Route Architecture Evolution—Step 2 (2000-2004)
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Due to age and design characteristics, these cur-the En Route Communications Gateway and
rent en route automation systems are limited HOCSR will be reengineered to accept and pro-
capacity and capability. They are also becomingess surveillance data from selected terminal ra-
unsupportable and limit operational flexibilitydars. Additionally, these terminal sensors and
within en route centers. The systems must be nerany of the existing en route sensors can dissem-
placed with new systems that will support botlinate more accurate aircraft positional data to the
current and future functionality and that can meetutomation system, as well as other valuable in-
long-term availability, expandability, and effi- formation that is presently not being utilized. This
ciency requirements. step will begin the process of redesigning the sur-

PAMRI will be replaced with the En Route Cc)m_veillance processing and other automation appli-

munications Gateway. It will be used in Steps Eations to make the best possible use of these sen-

and 3 and will possibly be replaced for the erEor data. In this time frame, the complement of

hanced en route/oceanic system described TrocOn SENsors that will exist includes the
Step 4. DARC will be replacyed with a diversgnonopulse ATC radar beacon system (ATCRBS)
(with respect to HOCSR) backup system, Whicﬁnd Mode-S with ground-initiated downlink com-

will be used until Step 4, when a redundant cap wunications. It is anticipated that the addition of
bility will be incorporated in the enhanced er{'D> COverage to this sensor mix will be accom-
route/oceanic system. plished in the next step. All terminal sensors will

continue to have co-located primary radar surveil-
URET CCLD is a limited deployment version oflance.

the functionality demonstrated in the URET pro-

totypes and provides conflict probe core functionghe initial CPDLC Build 1 service for a limited
to selected sites identified for FFP1 CCLD capanessage set, including transfer of communica-
bilities. URET CCLD will use the DSR displaystions (frequency change instruction), will be pro-
rather than outboard displays as in the prototypeded at one key site early in this step. CPDLC
implementations. During Step 3, CP will underg®uild 1 is the first step toward achieving full
development and be deployed at all 20 domesti€PDLC services. CPDLC will require software
centers. Conflict probe functions will interfacechanges to the Host and DSR and the addition of
with HOCSR via HID/NAS LAN until its evolu- an outboard DLAP. Users and service providers
tion to the common en route infrastructure. will have the opportunity to assess system perfor-
mance, operational benefits and acceptability, and

The single center TMA tool will be implemented fety before further development. If results are
at selected sites for FFP1 CCLD, based on tﬁg Y p )

TMA prototype described in Step 1. In future enposfitive,_ the CPDLC tool will b? .“F’”V deployed
hancements, TMA will include an improved de_natlonW|de. Subsequently, the initial set of non-
' ime-critical CPDLC service will be expanded

scent advisory algorithm and time-based sched uild 1A). These services will use more of the

ing, and a multicenter TMA will be Implememedgternational Civil Aviation Organization (ICAO)

in Step 3. Frequently, arrival streams to an airpo :
have to be created, not only in a single en rou PDLC message set. S_u_bse_quent CPDLC builds
ill require further modifications to Host soft-

center, but as a coordinated process with an ad
cent en route center. By using aircraft track infor- are, DSR, and DLAP.

mation across center boundaries, the trajectory . a g ground system infrastructure neces-

ione e e s Sy 253 10 Support hese capabllis il nclue
fival Iroates P P 98| APs located at each _ARTCC_ to support en
' route and oceanic data link services and at each

Reengineering tasks will be performed to accomFRACON to support terminal and tower data link
modate additional surveillance and communicaervices. Each DLAP will contain the communi-
tion sources and to initiate commonality with theation protocols and applications required. Ini-
oceanic domain. The HOCSR platform will prodially, DLAPs will connect to communications
vide the basis for developing common en routekrvice provider networks and later to FAA-pro-
oceanic processing. The surveillance processingled networks.
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The common en route infrastructure requires stamare, and systems software and related air traffic
dards and specifications and protocols to be fotontrol decision support software algorithms.
lowed. The en route infrastructure will evolve in _

parallel with the infrastructure evolution of theT0 achieve the en route performance goals, all
other FAA domains (terminal, oceanic, towerSensor data (e.g., data from primary radars, bea-
flight service) and the Air Traffic Control SystemCOn interrogators, and dependent surveillance)
Command Center. This first increment of localVill P& used to the maximum. Using the Mode-S

services and the associated infrastructure enal‘é}l‘é}’vn“ng tchap?bt'“ty c];cc)ir' addetIOI’][a| altr_crréft Staée ¢
all intrafacility systems to share information Withsﬁr\?e?llnancee b?ozr dias':n?A% Saté)o nc}Zt: w(ielfebnotﬁn
each other and, in future steps, to provide th

€ . o
means by which each facility shares data witljhProve coverage and add to aircraft positional
other FAA facilities and NAS users. To achiev

accuracy. These sensor data will include real-time
this, the services and infrastructure will includ

Snformation on aircraft velocity (airspeed, head-
o L ?ng, windspeed, direction), acceleration (bank an-
standards and a set of utilities for communicatio
data storage and retrieval, data monitoring,

@Ie, climb rate), and intent (assigned altitude, in-

! _ ing, afdnded waypoints). A key surveillance processing
recording. During Step 2, platform security williynovement will be the ability of sensors to dis-
be implemented for en route computers, and th@minate and automation systems to accept sur-
HID/NAS LAN gateways will be augmented toyeijllance reports in the common surveillance

control access from remote systems. message format. The All Purpose Structured
EUROCONTROL Radar Information Exchange

21.1.3 En Route Architecture Evolution— (ASTERIX) will provide the common

Step 3 (2005-2007) surveillance message (described in Section 16,

. . _ . Surveillance).
Reengineering surveillance processing and deci-

sion support algorithms initiated in the previouSurveillance data processing (SDP) was
step will continue on a larger scale. Step 3 (sefeveloped to perform surveillance data fusion and
Figure 21-4) involves introducing new surveil-reengineering of the decision support tools, which
lance inputs, modifications to the en route conbegan in Step 2, and will be deployed to make
munications gateway and related computer hardzaximum use of the additional data, accuracy,

|_
<
o
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Figure 21-4. En Route Architecture Evolutionr-Reengineered En Route—Step 3 (2062007)
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and update rates. These enhancements will perr@iitover to the next-generation air-ground com-
increased traffic flow and allow more usemunications system (NEXCOM) very high fre-
preferred routes while enhancing safety. guency digital link (VDL) Mode-3 voice opera-

Integrating the new data will require reen ineert—ion 's planned to take place in the high- and super
9 9 q 9 high-altitude en route sectors.

ing the en route communications gateway, the

Host software, and related decision support alggthe CPDLC message set will be expanded to ap-
rithms. This is an evolutionary step leading to thgroximately 100 messages (Build 2). DSR modi-
en route architecture described in Step 4. fications will enable the en route system to dis-

Developing and implementing a prototype rp\Play CPDLC information and new ADS-B data.

at selected sites is a risk-reduction strategy to vef: - e
ify use of flight objects and the display of addSMth development of the initial NAS-wide infor

tional data for ATC and user collaboration. Thi mation network and common data services, appl-

EDM bprototvpe will be introduced into the en%ations will be able to send and receive en route
route F’Zermir){gl and oceanic domains. and it Wi. formation through local information exchange.
’ X ; htis capability includes connectivity between

be te_sted n shac_iow mode as an engineering tﬁiA facilities as well as with NAS users through
bed, in parallel with the operational FDP. information sharing

TMA SC will be expanded to include traffic man-
agement advisory capabilities across multiple e?l.1.4 En Route Architecture Evolution—
route centers (TMA Multicenter (MC)). This Step 4 (2008-2015)

TMA expansion will also include improved de-

scent advisory (DA) functionality by generatin n this stehp, :jhe en rméte sfé[/stems tevotlve to‘.’\tﬁrt?] a
arrival clearance advisories as well as metering 10N hardware and software structure wi €

lists for TRACONSS. eanic systems, although some applications may

remain unique in each domain. The enhanced en
The URET CCLD FFP1 tool from Step 2 will beroute architecture (see Figure 21-5) implements
enhanced and deployed nationwide as CP. TheSBM and advanced ARTCC ATC DSS tools. The
enhancements will include improved computermeed for a standard interface with NAS users
human interface (CHI), integration into the radadrives implementation of the domain infrastruc-
position (R-side), and other improvements. tures and the local and NAS services.

+ATCT
+ TRACON
Infrastructure Improvements Legend *+ATCSCC
. ': Infrastructure +AOCs
I+ Enhanced En Route System ] -2z, mprovements
1+ Oceanic Integration H Ennancements e
| * Workstation Enhancements H I:I CurrentEnhanced 0
'« Infrastructure Enhancements (external ! slym": N e M "TTARTCC )
I access) i () Py A | ARTCC ! 8 | Weather !
1 » NAS-Wide Information Network ! S ta--]---4 E tNAS ﬁ“te’r'fes : N1 Processing |
s e : i e R
1 R e oy
|+ DLAP Replacement ' | "+ ARTCC )}
1+ TFMDSS ' d R 1 ATCDSS 1
1+ Maintenance Monitoring and Status Reporting | e e -A-R-T(-Z(; - '\I o ! (CA,CM, CR, !
! | ! g \ u | CP,MSAW),
| ! DataLink il e
N 1 Control &Appl/l e R
o Erhaneamanie RS N R S , Integrated 1
Functional Enhancements F I TFMDss !
+Wx Sensors O | | rmmmmmmmmme .f U (oss)
«  Flight Object Processing and Integration with A/C + DLINEXCOM | Enhanced En Route / v
« Integrated En Route ATC DSS Applications *ARSRs— | N ! Oceanic System o 2 " TTARTCC T )
«  Enhanced Controller Information +ASRs E 1 *Surveillance Data lieesssiive gy WS I
+  External Data Queries +ADS-B T ‘" '_F_"‘._Jh_‘ DERWEIEEET ) r (SR Upgrades);
« Additional Data Link Applications +ATCBI -6 w o \_(ATC,DSS)
* Integrated TFM DSS Applications o] " L it
R @ u | ARTCC
K e ! Maint. Monitor '
! Processing
N I v rrosessig '
| ARTCC
(Backup via full service redundancy;
also emergency backup)

Figure 21-5. En Route Architecture Evolutior-Enhanced En Route—Step 4 (2062015)
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Surveillance processing will receive input fronFull ATN-compliant CPDLC services (Build 3),
available sensors (e.g., primary radars, beacon ineluding air-ground automation data exchange,
terrogators, dependent surveillance), determimell be delivered via NEXCOM. Introducing data
the position to be used for aircraft covered bink services will require modifications to the
multiple sensors, and provide the data (positiofjost software, DSR, and DLAP. Data link via
velocity, intent, etc.) for display and use by otheWEXCOM will provide time-critical data commu-
DSS applications. nications for ATC and will support collaborative

The replacement of FDP by FDM is driven by th I;gnl_lgg .TIUCh as usler—preferrer? traje_ctorlefs.
operational concept approach of creating a fligh will support selective authentication o
object that increases the information within théafety—cntlcal messages.

flight plan and facilitates sharing of this informa-Modifications to the content of and interfaces to
tion across domain boundaries with all authorizecbntroller displays will be required to accommo-
NAS users. In addition to expanding FDP funceate the new integrated capabilities and flight ob-
tions in ARTCCs, the new FDM supports collaboject data. The following ARTCC ATC decision
rative use at additional FAA and user facilitiessupport tools will be integrated onto common
The flight object contains all information about glatforms and the required reliability and accu-
flight (from the planning stage to the postflight arracy will be maintained or improved:

chiving and analysis stages). «  Conflict Alert

With FDM, flight plan processing and approval,
will be done nationally. Since the en route archi- _
tecture is a logical architecture, the physical in- Conflict Probe

plementation of FDM is not implied. FDM willbe . \veather processing interfaces to the air traffic
implemented in a manner to prevent bottlenecks -gntrol decision support system (ADSS)
and loss of capability should one or more facili-

ties be temporarily out of service. Each FAA ait  Conflict Resolution
traffic facility will be capable of operating auton-« Descent Advisor

omously if necessary. Alternate facilities will as-
sume FDM responsibilities in the event of an ouf
age. e Multicenter Metering.

Minimum Safe Altitude Warning

Conformance Monitoring

When a flight plan is activated, the flight object isAdditional tools will assist controllers in main-
retrieved and passed to the FAA ATC facilities retaining situational awareness and monitoring the
sponsible for that flight. As the flight progressesstatus of airspace configuration (e.g., restricted
the flight object data are automatically updated bgirspace, hazardous weather location, sector
the FDM at the controlling facility, and periodicboundaries). Data exchange capabilities will give
updates are available through the NAS-wide irservice providers and NAS users an informed ba-
formation services for access by other FAA facilisis for collaboration on trajectory and strategic
ties or NAS users. FDM will archive the flight ob-airspace solution planning.

ject during the flight and will maintain a perma- . ;
Jnent fIightghistory.gThe content of the fIigh'?object-rraffIC flow managers and controllers will have

is described further in Section 19, NAS Informadcoce > to the same decision tools and flight ob-

. . . . _Jects. These tools, with adjustments to the param-
tion Architecture and Services for CoIIaboranrléterS (e.g., look-ahead time), will become density
and Information Sharing.

tools for assessing the ripple effect of airspace
The availability of improved aircraft position, ve-changes. Modified trajectories can be developed
locity, intent, and wind information and the im-collaboratively with airline operation centers

plementation of new automated decision suppofAOCs), pilots, and other NAS users. The new
tools will assist controllers in separating aircraftrajectories can then be distributed to flight decks
from restricted airspace, hazardous weather, andd downstream facilities. Traffic flow managers

other aircraft. It will also allow more user-pre-will have access to common ATM workstations as
ferred routes to be granted. part of the TFM DSS.

JANUARY 1999 BN RouTE — 21-9
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Dynamic resectorization is an advanced concepbver situations in which the primary and second-
that will allow ATC facilities to configure air- ary systems both fail or are not available for some
space boundaries in real time to accommodaimpredictable reason. This analysis will also
varying traffic flows. ATC personnel will be able cover the safety implications of the various possi-
to coordinate minor sector boundary changdsle configurations and the impact of such issues
among themselves to reduce manual coordinatias rapid cold start, warm start, recovery times,
and make their assigned airspace more efficiemtaintenance actions, and common-mode failures.
for existing traffic flow. These advanced con¥igure 21-6 shows a possible backup system with
cepts, which incorporate multiple center and setardware and software diversity.

tor reconfiguration capabilities, require further

study to determine their feasibility. 21.2 Summary of Capabilities

In support of the en route enhancements, the ia- stable hardware and systems software infra-
frastructure will provide these additional capabilistructure with common operating systems and
ties: system services will be available at each step in

« Infrastructure and processing between eifi€ evolutionary system as a platform upon which
route and oceanic domains (New York, OakTC applications can be developed.

land, and Anchorage) will be common. Initially, the en route FFP1 CCLD capabilities
* Local information service will accept and(URET CCLD and TMA SC), will be provided at
process queries from NAS users. selected ARTCCs. These functions are
implemented on outboard processors, and will be
subsequently integrated into the core en route
software architecture during the reengineering of
« Automated monitoring and status reportinghe host software. The integration will involve
interfaces with NAS infrastructure managefactoring in lessons learned from the prototype
ment system. implementations in FFP1 activities and the efforts
The enhanced en route/oceanic architecture (SagCessary to make these products suitable for
Figure 21-6) provides full ATC functionality for national deployment. Figure 21-7 summarizes the

two physically separate, redundant systems. Eag@pPabilities evolution

fuII-servic_e system will perform _aII functions, ir."URET CCLD will allow controllers to accurately
terface with controller workstations, and recew%redict aircraft trajectories 20 minutes ahead and
data from all external systems. identify potential conflicts. URET CCLD will
An en route investment analysis will determin@volve to CP and be deployed nationwide. CP
whether a tertiary backup system is needed till be integrated into the en route automation, al-

» Data link applications will enable common
domestic and oceanic data link services.

Primary LAN

Diverse HW & | R | [ services |
SW Backup —-I

Secondary LAN

Redundant
Capabilit
apabilit

Figure 21-6. Redundant Functionality in En Route Architecture
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lowing controllers to grant additional user-preEn route automation will receive more accurate
ferred routing. aircraft position, velocity, and intent information
from both the Mode-S downlink and the ADS
TMA will assist controllers by calculating arrival systems. ADS-B receives very accurate position
schedules for sequencing to terminal facilitiesdetermination from the Global Positioning Sys-
The increased situational awareness will allovem (GPS) and broadcasts aircraft information to
controllers to grant more user requests. TMAgther aircraft and ground facilities. This improved
which was initially deployed as a single center canformation used by enhanced DSS tools will im-
pability, will evolve to incorporate a multicenterprove en route system capacity and efficiency and
capability allowing metering of aircraft to termi-may allow reduced separation standards to be im-
nal areas across ARTCC boundaries. plemented. Dynamic resectorization, to balance

. . o ~controller workload and potentially increase ca-
CPDLC Build 1 will be initially installed at a sin- pacity, is a longer-term goal.

gle center so that controllers and pilots can gain
operational experience with this capability. Subs1 3 Human Factors
sequent national deployments will provide ex-
panded operational information exchange by inmplementing new hardware and software in
corporating additional messages. Data link wilDSSs, implementing new applications, and en-
provide additional interfaces for decision suppo®bling en route technologies entails significant
tools as they evolve. improvements in the way en route controllers
conduct operations and provide traffic manage-
Implementing the flight object and the NAS-widement services. Through an acquisition process
information services will allow data sharingthat entails close collaboration with users, the re-
across domains, facilities, and NAS users. Thisulting enhancements will provide new and dif-
sharing will benefit users by enhancing the aiferent Air Traffic Service (AAT) and Airway Fa-
lines planning to support daily operations. It willilities Service (AAF) workforce tools, skills,
also improve the effectiveness of the ARTC@rocedures, and training. Some of the more sig-
ATC decision support tools that provide bothificant increases to human-system performance
safety and efficiency benefits to all users. include those related to:

|_
<
o

Conflict probe prototype deployed at Indianapolis and Memphis

Conflict probe deployed at selected sites (integrated D-side)

Conflict probe at all en route sites. Controllers grant more user requests

GPS position, velocity, and intent via selective interrogation

Conflict
Probe
(FSD)

Increased productivity, national use of flight object

URET
Prototype

GPS Data
via SSR

Enhanced
En Route/
Oceanic

System

Conflict
Resolution w/

Multicenter
Metering

T™MA
Prototype

GPS Data
via ADS

Multicenter
Metering w/
DA

Sequencing and spacing tool deployed at Dallas
Metering aircraft to terminal areas

Initial ATC messaging via FAA network data link

Metering aircraft to terminal areas across center boundaries

GPS position, velocity, intent via ADS-B ground stations

Managed controller workload and increase throughput of system

CPDLC
Build 1A

ATC messaging via service provider data link

Initial ATC messaging via service provider data link

Figure 21-7. En Route Capabilities Summary
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Information Dissemination: Devising meth- «
ods of distributing information among coop-
erative and collaborative en route decision-
makers for such services as:

— Advisories that inform ground and aircraft
crews about alert/protected zone condi-
tions, warnings, and resolutions

— Common views and warnings of terrain,'
special use airspace (SUA), obstructions,
and weather

— Real-time reporting to users and service
providers of radar, beacon, ADS, and other
position information

— Increased availability and updating of pilot
intent and aircraft performance data .

— Information on integrity and timeliness
needed to support flight object and DSS
implementation.

Prototype Implementation: Conducting the
transition of prototypes for production and
implementation such as:

— Ensuring new functionality and/or CHI as-
sociated with individual prototypes or en-
hancements is effective and compatible
(for operational/supportability) when inte-
grated to form an evolutionary target en
route baseline

— Designing target workstations for the addi-
tion of new functionality (e.g., adequacy of
the DSR data position (D-side) monitor for
a conflict probe, availability of function
keys on R-side, D-side, and monitoring and
control (M&C) keyboards)

— Clarifying the roles and responsibilities for
new ATC applications (e.g., where DSR.
consoles are to be used for TMU posi-
tions).

Workstation Design: Eliminating individual

controller and maintenance workstation de-
signs, divergent CHI, or incompatible CHI—
especially where commercial software and

Failure Mode: Designing (human) error-tol-
erant failure mode procedures, systems, and
operations (under degraded or outage condi-
tions) where there is heavy reliance on auto-
mated decision support tools for maintaining
separation standards and tactical situational
awareness.

Training and Transition: Assessing training
implications and transition requirements re-
sulting from incremental implementation of
new air traffic and airways facilities features
and functionality and ATC functionalities that
require significant use of common “display
real estate” (e.g., tradeoffs between size of
D-side glass and strip capacity).

Analyses: Conducting en route analyses in
support of:

— DSR upgrades for enhanced color coding,
operational display and input development
(ODID) style graphical user interface, and
revised CHI standard for R-side, D-side,
and M&C positions

— Baselining ARTCC en route operational
and support work environments for addi-
tions to a configuration-management-con-
trolled en route baseline

— Design and development of a new and inte-
grated ARTCC inventory of visual and au-
ral alerts and alarms

— Human factors investment analysis for the
Host/DARC replacement and for en route
conflict probe

— Implementation of CHI design attribute al-
location and configuration control systems.

Performance Measures:Establishing objec-
tive en route measures for integrated human-
system performance for such major mile-
stones as successful completion of opera-
tional test and evaluation, initial operating ca-
pability, and operational readiness demonstra-
tion.

application systems are prototyped and dez—l 4 Transition

fined as independent systems that later inter-

connect to the Host via the HID/NAS LAN orFigure 21-8 summarizes the en route activities
are integrated into a single position or sectortransition.
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PAMRI Com'fg‘uﬁi%l;tt?ons En Route and ARTCC ATC DSS)
Gateway
URET
Prototype URET cP
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Figure 21-8. En Route Transition

21.5 Costs 21.6 Watch Items

The FAAs estimated costs for research, engineefepieying the en route functionality and opera-

ing, and development (R,E&D); F&E); and operyona| penefits within the schedules and budgets
ations (OPS) are shown in constant FY98 dollaigegcribed in the architecture depends upon the
in Figure 21-9. funding and success of the following related ac-
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Figure 21-9. Estimated En Route Automation Costs

JANUARY 1999 BN ROuTE — 21-13



NATIONAL AIRSPACE SYSTEM

» Demonstrating the ability of ground automa-  sive effort necessary for site adaptation data
tion systems to process improved surveil- maintenance. These affect both the current
lance, intent, aircraft state, and wind data systems and the new decision support tools.
from both Mode-S downlink and ADS; to
merge these data with radar data; and to di$he budget for incorporating some of the future
play this information to controllers with anfunctionality is related to developing common al-
acceptable CHI. Results of these demonstrgerithms to provide this functionality across do-
tions would include processing algorithmsnains where appropriate. Areas where common
and CHI standards that could then be incorpdunctionality across domains is anticipated are:
rated into the en route core functionality be-
tween 2005 and 2008 + Common surveillance processing and ADS

data fusion in the terminal, en route, and sur-

* Timely deployment of the Host, DARC, and face domains

PAMRI hardware supportability solutions
that solve the infrastructure replacement |ncomoration of more accurate surveillance,
problems in the near term and provide a jneng aircraft state, and wind data from both
bridge to the new capabilities of the reengi- Mode-S downlink and ADS to improve deci-
neered en route system sion support tools
* Success of the FFP1 prototypes for the en _
route domain (URET and TMA SC) and con® Common weather services
version to production programs for initialo

conflict probe and TMA Common flight object processing

« Transitional airspace structures and airspace Common functionality in some ATC DSS and
redesign and their effect upon the labor-inten- safety-related tools.
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22 OCEANIC AND OFFSHORE

The FAA is responsible for providing air traffictraffic management (ATM) system improvement
services to aircraft flying within specific flight in- concept, including separation reduction and other
formation regions (FIRs). These regions include airspace enhancements. A combination of ground
portion of the western half of the North Atlanticand airborne automation capabilities and technol-
Ocean, a large portion of the Arctic Ocean, and@yies in satellite-based communications, naviga-
major portion of the Pacific Ocean (see Figurgon, and surveillance will reduce or balance
22-1). The oceanic domain consists of oceanic aipntroller workloads to help oceanic service pro-
route traffic control centers (ARTCCs) and offvjders solve potential conflicts, traffic congestion,
shore sites. The New York and Oakland oceanig,y demand for user-preferred trajectories. This
centers are responsible for oceanic airspace, Whilgchitecture is centered around improving auto-
the Anchorage ARTCC provides en route (includmation and communications capabilities in the
ing radar coverage) and oceanic air traffic Sefond system to take advantage of communica-
vices for all Alaskan airspace. Air traffic Servicegjons navigation, and surveillance capabilities in
provided by San Jua_n, Guam, and Hc_)nolulu al rcraft avionics. A major goal of the architecture
fall under the oceanic offshore domain. Each % to lower training, operations, and maintenance

these latter facilities—commonly referred to a3 sts by evolving toward maximum commonality

center radar approach control (CERAP) facilitie . S
or offshore sites—is unique in terms of their aigcet;/veersir;;sﬂshore, oceanic, and domestic air traf

traffic control (ATC) operations and associate

ATC automation systems. Figure 22-2 shows that the oceanic ATC services

The future oceanic architecture must accomm@’ Oakland, Anchorage, and New York will

date substantial air traffic growth that is expecte@volve toward commonality with the en route do-
in oceanic and offshore airspace through autom@ain, while Guam, Honolulu, and San Juan will
tion enhancements and procedural changes. Th&®lve toward commonality with the terminal do-
changes will reduce separation standards—longnain. The concept of commonality is that appli-
tudinally, laterally, and vertically. Th&trategic cations software will be common, where
Plan for Oceanic Airspace Enhancements anappropriate, but will also incorporate the domain-
Separation Reductiondune 1998, describes thespecific capabilities necessary for operational
FAA's strategy to support the overall oceanic aisuitability.

Figure 22-1. Oceanic Airspace
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Oceanic airspace is an area in which airspace w$tange data link messages via satellite communi-
ers can realize significant benefits from enhancegations (SATCOM) or high frequency data link
ATC system capabilities. Small improvements itHFDL). Pilots will be able to negotiate climbs,
fuel efficiency or reductions in flight times candescents, and specified maneuvers between af-
create large savings in airline operating costs. Priected aircraft and the oceanic service provider
dictability of aircraft getting and staying on theif(see Section 16, Surveillance, and Section 17,
preferred routing can be especially cost beneficilommunications). Decision support tools will be
for the airlines used to help oceanic service providers detect and
resolve possible conflicts and to prevent con-
trolled aircraft from entering restricted airspace.
Technical advances in automation and in satellite _ _ _ _
communications and navigation can increase uskf€ role of oceanic service providers will evolve
flexibility while increasing levels of capacity andfrom performing procedural separation using pa-
safety in the oceanic and offshore domain. Autger strips to performing procedural separation
matic dependent surveillance (ADS), better navemploying situation displays and controller deci-
gation tools, near real-time communications, anslon support system tools for separation and stra-
automated data exchange between pilots and ogggic planning.

anic air traffic controllers via data link will pro-

vide the flexibility to change flight trajectories inThe gceanic architecture will evolve through four
response to changes in wind-optimal routegsens |eading toward commonality with the en
rather than having to adhere to predefined routgs, ie and terminal architectures. The evolution of

that are calculated hours in advance. Oceanic S8a oceanic and offshore systems toward a com-

vice providers will have situation displays of traf'mon infrastructure will require close coordination

fic in oceanic airspace and decision SUPPOEish the acquisition efforts of other domains.

system (DSS) tools, allowing them to IorOVIOIerhese dependencies are discussed in the specific

gL%(;?jdgerz%Iarsaiipoagemionri]rrrgom their displays at "Grchitectural steps. The applications software will

become as common with other domains as appro-
Pilots will have a cockpit display of nearby trafficoriate. Domain unique requirements, primarily
received via automatic dependent surveillangdue to surveillance and communication differ-
broadcast (ADS-B) from other aircraft. Pilots aneénces, will be retained as necessary for opera-
service providers will be able to initiate and extional suitability.

22.1 Oceanic Architecture Evolution

Oakland

Oceanic/

En Route
Commonality

Offshore/
Terminal
Commonality

Figure 22-2. Oceanic Architecture Evolution Toward Commonality
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The oceanic architecture is driven by the avai+ New York and Oakland, which are oceanic
ability of enabling capabilities. The timing of spe- ~ FIRs, are discussed in Section 22.1.1, Oce-
cific capabilities is presented in Table 22-1. The anic Architecture Evolution.

table focuses on the evolutionary steps of the oce- Anchorage, Guam, Honolulu, and San Juan
anic architecture. Table 22-2 presents the evolu- are offshore sites and are discussed in Section
tion of the concept of operations (CONOPS) in 22.1.2, Offshore Architecture Evolution.

terms of the types of events experienced by use

and oceanic ATC service providers for a typicaﬁ'l'1 Oceanic Architecture Evolution

oceanic flight in relation to the evolution of theCurrently, a number of innovative alternatives to
NAS meet oceanic user needs and commitments are be-
' ing evaluated. This process could substantially af-

The oceanic architecture evolution is organizelct the architectural evolution.

into two elements: oceanic and offshore siteThe architecture diagrams presented later in this
These sites include: section show the content of each evolutionary

Table 22-1. Oceanic Capabilities Evolution

1998 1999-2007 2008-2013
Current Steps 2 and 3 Step 4
Communications HF voice through communications HF voice through communications service | Rarely HF voice via communications
service provider provider service provider
Some FANS-1 data link Direct communications Some FANS-1 data link (SATCOM)
FANS-1 data link (SATCOM) Some HFDL
Some ATN Mostly ATN
Some HFDL
Surveillance Pilot position reports Pilot position reports (voice or data) Some pilot position reports (voice or =
ADS-A data) -
ADS-B (air-air) ADS-A E
ADS-B (air-air) <
Navigation RNP 10 RNP-10 RNP-4 o
Northern Pacific
Separation Standards 60-100 nmi long/lat 50 nmi lateral leading to 50/50 nmi Additional self-separation procedures
2,000 t vertical RVSM expanded to other areas (Shared separation responsibility)
50 lateral nmi Limited self-separation procedures RVSM
In-trail climb, descents
RVSM Atlantic
Airspace Structure Fixed Less fixed Random
Flexible More flexible User-preferred profiles
Random More Random
Interfacility Comm Voice Voice Mostly data (e.g., AIDC)
Teletype Teletype Some voice
NAS-to-NAS NAS-to-NAS Some teletype
Initial AIDC Data (e.g., AIDC) NAS-wide information network
User/ATM interactions User files flight plan Defines flexible tracks NAS-wide information network fur-
User and TFM negotiate oceanic International collaboration for dynamic ther facilitates new system applica-
fix crossing time changes tions
DARP reroutes
TFM Defines flexible tracks Defines flexible tracks Defines corridors
Assigns fix crossing times International collaboration for dynamic
changes
DARP reroutes
Airborne Equipment Airborne collision avoidance Airborne collision avoidance system Airborne collision avoidance system
system CDTI CDTI
Cockpit multifunctional display (e.g., Enhanced cockpit multifunctional dis-
weather, etc.) play

Additional applications

JANUARY 1999 QGCEANIC AND OFFSHORE — 22-3



NATIONAL AIRSPACE SYSTEM

Table 22-2. Evolution of Events in Oceanic Domain

1998
Current

1999-2007
Steps 2 and 3

2008—2013
Step 4

Users

For non-west coast flights with no gateway
reservation, flights enter oceanic air-
space at lower than preferred altitude or
are delayed due to 10 or more minutes
longitudinal separation required

Uses HF voice communications via com-
munications service provider (e.g.,
ARINC)

Some FANS-1/A data link communications

Reroute requests are time-consuming for
pilot

Pilot sees some traffic on TCAS display,
most traffic out of range

Pilots report waypoint position reports

Few self-separation procedures (in-trail
climb/descent)

For equipped aircraft, communication

going from domestic to oceanic is seam-

less (both using data link)

For some FIRs, seamless interfacility tran-

sition

May request more reroutes (less workload
intensive for pilot)

CDTI displays more traffic, and ADS-B
provides additional information

ADS-A-equipped aircraft automatically
sends waypoint and periodic position
reports

Limited self-separation procedures using

ADS-B (air-air) and CDTI (in-trail station-

keeping, lead climb/descent)

Communications going from domestic to
oceanic ATC seamless (mostly ATN)

Seamless interfacility transition

No need to request for reroute as long as
maneuvers are within the corridor

Pilot sees more traffic and weather infor-
mation

Able to fly preferred profile with shared
separation responsibility

Service
Providers

Altitude requests granted, if controller is
not busy

Ignores altitude profile information in flight
plan; controller does not offer altitude
change unless requested by aircraft or
needed to resolve problem

Reroute requests time-consuming for con-
troller, limiting ability to grant requests

Receives waypoint position reports from
pilot

Voice or teletype interface with other FIRs

Prototype AIDC for limited data interface
with other FIRs

Controller uses altitude profile information
in flight plan for planning purposes

Altitude requests more likely granted due
to additional airspace available (e.g.,
RVSM), altitude profile information in
flight plan, and controller less busy with
manual tasks

Reroute requests are more likely granted
(less workload-intensive for controller)

Receives ADS-A waypoint and periodic
position reports from aircraft

More data interface with other FIRs

Automated decision support tools (includ-
ing conflict probe) reduce reliance on
paper strips

Few pilot position reports. Receives ADS-
A position reports

Flight Progress monitoring by exception

Data communications interface with all
other FIRs

Flight Object processing facilitates han-
dling change requests

step in a logical or functional representationparty and language problems), current oceanic
without any intention of implying a physical de-separation minima are very large. Intensive coor-
sign or solution. An overview of the sequence andination is required to ensure accurate communi-
relationship of the oceanic functionality with re-cations between FIRs via teletype or telephone.

spect to the oceanic architecture is shown in Fig-

ure 22-3. th the New York and Oakland centers, the Oce-
anic Display and Planning System (ODAPS) pro-

vides a situationdisplay of aircraft positions

based on extrapolation of periodic HF voice posi-

. tfjon reports and filed flight plans. ODAPS soft-
Current oceanic ATC systems at New York an are was originally derived from the flight data
Oakland do not rely on radar coverage. Opera-

; . processing software used by the en route Host
tions are perfo_rmed t_hrough procedural separati c%mputer system (HCS) and modified to meet
using paper flight strips. Air-ground communica_ " e e requirements. ODAPS also Sup-
tion is indirect through a third-party, high fre- q q ) P

quency (HF) radio operator. Since direct rad orts a procedural conflict probe capability. The

: : : DAPS interim situation display (ISD) is cur-
surveillance is not possible over most of th . . .
. ) - Fently used by service providers for planning and
ocean, aircraft report their positions to oceanic

: ) : Situational awareness. 1SD does not yet provide
ATC at prescribed intervals or locations as the e controller decision support tools required for

progress alo_ng _thelr ﬂ'.ght paths. NaV|gat|on %t to be the primary means for procedural separa-
performed principally with onboard inertial navi-,.

_ S on.
gation systems (INS) and communication by H
voice. To allow for INS errors and communicaOakland is currently using a limited version of
tions uncertainties (e.g., atmospheric distuleceanic data link (ODL) in a single sector. Oak-
bances, indirect voice relayed through a thirthnd and New York sites have a telecommunica-

22.1.1.1 Oceanic Architecture Evolution—
Step 1 (Current—1999)
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Step 1 Step 2 Step 3 Step 4
(Current-"99) ('00-"02) ('03-'07) ('08-"15)

Local
Services

Full External
Queries

External
Interface

FDM
(Engineering
Test Bed)

Two-
Controller
Access

Enhanced
En Route/
Oceanic
Flight Object
Surveillance
Processing
ATC DSS

ODAPS

Reengineer

ODAPS-R (HOCSR)
Initial ODAPS
Reengineering (HOCSR)

NAS-Wide
Data Link

DOTS+ /OT_MS\ TFM DSS

\_/

tions processor (TP) that enables each secfior properly equipped aircraft and for required

controller to retain and search through ODAP8&avigation performance (RNP)-10 aircraft in the

messages and messages received from tRerth Pacific Ocean. Procedural changes and in-
ARINC radio operators. The current oceaniternational coordination will enable RVSM to be

workstations include an ISD and a TP/ODL proextended to the entire Pacific Ocean for equipped
totype workstation that displays flight informa-aircraft. This step also brings enhancements to
tion. In addition, New York is using an air trafficDOTS Plus. Figure 22-4 illustrates the logical

services interfacility data communicationsoceanic architecture during Step 1.

AIDC) prototype providing ground-ground data
I(ink be)tvSeen g(flecrt)ed FIRS. g g Enhancements to the oceanic architecture during

. _ Step 1 include:
The oceanic centers also use the dynamic ocean

track system (DOTS Plus) as a traffic manage- Procedural-based conflict probe checks oce-
ment planning tool. DOTS Plus identifies optimal ~ anic flight plans and proposed revisions for
tracks based on favorable wind and temperature Potential conflicts and provide an alert if sep-
conditions, while projecting aircraft movement to ~ aration minima are predicted to be violated.

identify airspace competition and availability.

Figure 22-3. Overall Oceanic Architecture Evolution

|_
<
o

DOTS Plus improvements include hardware
An operational, procedural-based conflict probe replacement and functional enhancements,
will support reduced vertical separation minima such as improved weather data, elimination of
(RVSM) and 50 nmi lateral through ODAPS. duplicate message feeds, track definition
RVSM reduces vertical separation from 2,000 feet message interface to ISD, remote monitoring
to 1,000 feet for aircraft in specified segments of and software maintenance, and an enhanced
oceanic airspace. Oakland implemented proce- graphic user interface (GUI). DOTS Plus ex-
dural changes to support 50 nmi lateral separation pands upon the previous DOTS track genera-
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Infrastructure Improvements

+ DOTS Hardware Replacement
* HOCSR HW w/ ODAPS S/W

Functional Enhancements
+ Dynamic Reroute (DOTS+)
+ Conflict Probe for RVSM (ODAPS) (Sgég% Interim
« ATS Interfacility Data Comm (AIDC) . . . Situation
(Ground-Ground Data Link) . Xé:?\llg | (Fllgfgol?]%'ifg[ l;:),rr%ct)?)s'ng’ Display (ISD)
+ ISD Controller Tools (Controller Tools)
+ Oceanic Data Link (ODL) * HOCSR
(Air-Ground Data Link) : ('\)‘\é/g " DOTS Plus ‘: ARINC
. . { (Track Gen i_[7| Display
Separation Services ! Traffic Display, !
« RVSM (North Atlantic) Legend 1 Track Advisor) ;
(777 Infastucture Flight Information
Avionics S--- ':"ZYQZE“‘S AIDC H Display (FID)
-unction
*+ TCAS Enhancements (TP/ODL)
* FANSUA I:l Current/Enhanced
Systems

Planned
Functionality

Domestic Centers
(New York, Oakland)

tion, traffic display, and track advisore
functions and is capable of supporting flexi-
ble tracks and dynamic reroutes. DOTS Plus
enhancements streamline the process ac-
counting for weather and balancing loads, angd
allow the tracks to be updated more rapidly.

Multisector ODL supports air-ground data
link communications and extend single-sector
data link functionality to all ODAPSsector
positions. In this early phase, ODL windows
are displayed to the oceanic service provider
on the flight information display (FID). How-
ever, if ODL is not running, the FID displays
telecommunications processor data. This
multi-sector ODL capability, via ARINC as a
data communications service provider, uses
satellite communications for exchanging mes-
sages with FANS-equipped aircraft. Data link
functions include automated entry of flight
identification into a list of flights entering the

Figure 22-4. Oceanic Architecture Evolutior—Step 1 (Current—1999)

The ISD tool set introduces automated deci-
sion support tools to the controller for calcu-
lating time, speed, and distance for head-on,
in-trail, and crossing situations.

The ODAPS hardware will be replaced to
solve end-of-life-cycle and year 2000 prob-
lems. The en route program, Host/oceanic
computer system replacement (HOCSR), will
replace the en route and oceanic hardware.
The current oceanic functionality will be sus-
tained using the existing ODAPS software on
the same hardware platform that is being used
for the en route automation system. The econ-
omies of scale enabled by using common
hardware for oceanic and en route applica-
tions will result in lower life-cycle costs.
Moving to a common hardware platform will
also provide a starting point for the evolution
to a common software architecture to support
oceanic and domestic ATC applications, as
discussed in Section 21, En Route.

sector, a display of messages to the track cORySM  (North  Atlantic) enables properly
trol position, and a transfer-of-communicaequipped aircraft to be cleared closer to their opti-
tion message to aircraft exiting the FIR mum altitudes and to be closer to the wind-opti-
mal routes. Conflict probe helps enable conflict-

* Initial AIDC supports the ground-ground datgree clearances and provides additional flexibility
link communications, which enables mesin granting user-requested routings in a timely
sage/coordination to be exchanged betweenanner. DOTS Plus provides flexible tracks, en-
U.S. oceanic FIRs and their equipped, adjabling the system to be more responsive to chang-
cent FIRS. ing wind conditions.
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Improved air-ground communications and coordiFigure 22-5 illustrates the logical oceanic archi-
nation (enabled by ODL) will reduce the miscomtecture during Step 2.

munications inherent in messages relayed

voice. Data link and expanded radio coverage W%Q

provide direct pilot-controller communications, .
enabling more timely delivery of clearances bI Step 3, the Oakland and New York centers will

the oceanic service provider and responses froa&%rrggge ége ;ﬁg:lﬂdesduﬁ‘/g"c;rﬂzsszgder::;aﬂg
the flight deck. The AIDC will make similar im- P

X S (ADS-A). Figure 22-6 illustrates the logical oce-
provements in ground-ground communications. } . . )
anic architecture during Step 3.

The ISD controller tools will provide oceanic serStep 3 enhancements are outlined as follows:
vice providers with further automation support,
reducing the amount of time required by manually
intensive computations. Along with conflict
probe, these capabilities enable service providers
to identify potential conflicts and to grant user-
preferred routings and requests more frequently.

.1.1.3 Oceanic Architecture Evolution-
tep 3 (2003-2007)

The expanded AIDC message set will allow
oceanic service providers to send, receive,
and display additional ground-ground data
link messages between FIRs (i.e., coordina-
tion; transfer of communications; and emer-
gency, miscellaneous, and general

22.1.1.2 Oceanic Architecture Evolution- information messages).

Step 2 (2000-2002) * A two-controller access program will provide

. a fully functional oceanic data link position
In Step 2, the Oakland and New York centers will - for an assistant controller in each sector, al-

refresh the oceanic flight data processing (FDP) lowing shared sector responsibilities. The

hardware. Additionally, reengineering tasks will  opL windows will be displayed on both the
begin to accommodate additional surveillance and E|p and ISD and will be accessible from ei-

communication sources and to initiate commonal-  ther position.
ity with the en route domain. The HOCSR plat-
form will provide the basis for developing®
common en route/oceanic processing. Procedural
changes and international coordination will en-
able RVSM to be extended to the Pacific Ocean ADS-A will enable FANS-equipped aircraft
for equipped aircraft. to automatically provide periodic position re-

|_
<
o

A full-fidelity trainer will enable oceanic ser-
vice providers to train in a realistic system
simulation environment.

Domestic Centers
(New York, Oakland)

+ NADIN ST oDAPS )
Infrastructure Improvements * ARINC i (HOCSR) i
*HOCSR —— ! |nitial Reengineering (DOTS+)
* NWS ! (Flight Data Processing);
+0CC e :
Separation Services | |nf('):r|r|22%ion
+ RVSM (Pacific) Legend i AIDC E— Display
* RNP-10 7777y Infrastructure Voo !
+50 nmi Lateral ~——=" Improvements (T ) Interim
Functional i OoDL i_ Situation

Enhancements | o
I:l Current/Enhanced Displa
Systems )
* FANS 1/A
Planned
*coTi D Functionality ARTCC

Figure 22-5. Oceanic Architecture Evolution—Step 2 (2000-2002)
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ARTCC Wx
* AIDC Processing
¢ + ARINC L
Infrastructure Improvements + HOCSR / \
, * Oceanic/En Route Data Link Processor (DLAP) 1 « CPDLC \ ARTCC | Reengineer
| » FDM Prototype 1 +0CC i (Local Interface) i Oceanic System
+ ADS-A [, ] (Flight Data Processing)
Functional Enhancements A )
Y\: S (el [N ————
+ Expanded AIDC I (with Oceanic || ! ARTCC :
+ Certified DSS Tools . i Interfaces) 1 Initial FDM i
« Initial Local Data Sharing Domestic Centers ~ f----—--- O /| | (Prototype at “Beta” Site) |
« Multiprotocol Data Link Processor (DLAP) (New York, Oakland) S S —
« Verify Use of Flight Objects DL — Oceanic DSS
+ Initial NAS-Wide Information Sharing © (ATN) (CP, Controller Tools)
« Two-Controller Access | @ —ouv he—_— T (Proce_du[r)ql Sieparanon
L a Displays
« Full-Fidelity Trainer Legend Comm Server via Displays)
7777 Infrastructure (ADS-A, AIDC,
Separation Services ~— - Improvements CPDLC) ‘ 0TMS
* Procedural Improvements for O s D
* 50/50 nmi I:l Current/Enhanced |
Avi . Systems
VIonics Planned
+ ATN/FANS1 C) Functionality
* ADS —
«CDTI | ARTCC |

ports and event waypoint reports via data
link. ADS-A will also include lateral devia-
tion event reports. The waypoint position re-
port will be relayed to oceanic service,
providers for processing. The oceanic auto-
mation will display and update the aircraft
position accordingly. ADS-A will support au-
tomation functionality that provides distance
checking for 50-nmi longitudinal separations?
sends distance checking alerts to both the FID
and the ISD, and updates to the oceanic flight
plan data base. ADS-A position reports will
be used by conflict probe in its computations.

Figure 22-6. Oceanic Architecture Evolutior—Step 3 (2003—-2007)

(ETMS) will help improve coordination be-
tween oceanic and domestic traffic flow plan-
ning.

The en route software reengineering efforts
will accelerate in Step 3 to address domestic
and oceanic commonality (see Section 21, En
Route, for a detailed description).

Ground automation upgrades to display sup-
plementary flight data lists, along with ac-

companying procedural changes and
approved DSS tools, will enable the elimina-
tion of paper flight strips.

A common server will support ODL, AIDC

and ADS-B. ' Figure 22-6 shows the implementation of local in-

formation services at Oakland and New York

. . . nters that will incorporat nic-uni -
« The oceanic architecture allows horlzonta?‘.a ers tha corporate oceanic-unique ap

separation standards to be reduced to SO/gacatlons.

nmi, enabling more aircraft to get closer taA flight data management (FDM) prototype will
their wind-optimal routes. Increased frebe deployed at one ARTCC. When the FDM is
guency and accuracy (GPS-based) of positiaperational, it will replace the existing flight data
reports, combined with better controller-pilotprocessing capability. The FDM prototype will be
communications, helps enable reduced sepam in parallel with the existing FDP and serve as
ration standards without adversely affectingin engineering test bed. The FDM expands the
safety. ODL, high frequency data linkexisting ODAPS FDP capabilities by enabling the
(HFDL), and ADS-A will enable improved processing of the flight object (see Section 19).
ground-air communications and more reliabl@his development will enable implementation of
and frequent surveillance data. DOTS Plua common FDM to support all domains. In brief, a
will be renamed the Oceanic Traffic Manageflight object will contain information about a
ment System (OTMS) to reflect its expandedight (planning through post-flight archiving and
scope. The interface between the OTMS arahalysis) and will be accessible to all FAA service
the enhanced traffic management systeproviders and authorized NAS users.
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FANS-1/A two-way data link (TWDL) communi- Two-controller access provides oceanic control-
cations, ADS-A, and Air Traffic Services (ATS)lers with the capability to more evenly distribute
facilities notification services will be providedthe workload associated with reducing separation
and, as user equipage and demand dicATt, minima and handling data-link-equipped aircraft
controller-pilot  data  link communications during peak-traffic times. The transition to “strip-
(CPDLC) will be provided. At this time, some!€SS” operations and the corresponding reduction
oceanic and en route data link processinc:;] Capatjnl_controller workload will enable oceanic service

ities will be merged in the Data Link Applications'orowders to meet expected increases in demand.

Processor (DLAP). With the initiation of an Oce_Serwce providers will use visual displays and de-

. icati interf i1to DLAP ATNCiSion support tools to monitor the traffic situation
anic communications Interface nto ’ and to separate traffic. They will do more strate-

services can begin to be supported in oceanic alfic. pianning and grant more user preferences and
space via DLAP. Aircraft equipped with data linkequests. During this time frame, additional pro-
applications, such as TWDL/CPDLC, will be fly-cedural improvements will be considered to allow
ing in domestic en route airspace, as well as odgmited self-separation procedures, such as in-trail
anic. Much of the communications software (e.gstation-keeping and lead climb/descent.

FANS-1/A, ATN) needed for the ground systems . L
will be common to both domains. The expanded AIDC message set will provide im-

proved coordination between the oceanic facili-
DLAP will provide multi-protocol and multi-ap- i€S and other international FIRs. The data link
support for both FANS and ATN will take advan-
tage of improved avionics and significantly im-
space. DLAP will mask the application differ-Prove ground-air communications. The common
oceanic en route data link platform will facilitate

e_,nces f_rom aircraft .W'th different tYpes of dataSeamless aircraft transitions and data transfers be
link equipage and will present data link messages cean the two domains.

to the oceanic automation system in one common

format for each application. The oceanic systemg2.1.1.4 Oceanic Architecture Evolution-
therefore, will only have to include one version oftep 4 (2008 and Beyond)

each application (TWDL, ADS-A, and ATN), Figure 22-7 illustrates the logical oceanic archi-
even though multiple airborne versions of eactecture in this step. The evolution of oceanic and

plication support for data link communications t
aircraft flying in both oceanic and en route air

application are being supported. offshore systems to a common hardware and soft-
Infrastructure Improvements
!« Common Oceanic/En Route H ATCT
! Infrastructure and Processing i *ADS-A ;?éggé‘
1+ NAS-Wide Information Network ! g[():sc/ﬁ ORAD «AOC
!+ Anchorage: Common Oceanic/En Route | (CPDLC, HF)
i Infrastructure and Processing i « Oceanic DL I
. * NEXRAD { ARTCC ] ARTCC
Functional Enhancements +AIDC (FIRs ) ! (with Oceanic Interfaces, — Weather
) ) ) ; ! NAS queries) ] Processing
+ Flight Object Preprocessing and Integration ~ / | LTI s =
with Aircratt { ARTCC
» Common Oceanic/En Route Functionality Q DA;?aT ﬁgk _E ATC DSS i
(with Oceanic-Unique Applications) S Control and Appl 1 (CACM,CR,
+ Anchorage: Common Oceanic/En Route VIV e . \ ___(ZP_'_ M?’_A\_N_)__J
+ Advanced Functionality Added Incrementally E :’ Enhanced Oceanic/ \: [ ——
' En Route System i ' TEMDSS |
) - ! |« Surveillance ! TR ;
Separation Services N i ) o Ittt
Legend 5 | Data Processing 1| ARTCC WS )
« RNP-4 ===\ infasucure \ +Flight Data Management E f (Enhanced DSR) |
L ___' Improvements ! (ODAPS Functions T (ATCDSS) !
Functional ’I\E‘ (_Integrated) / Mmoo oem /
. Enhancements JV :""Aé-}éé""‘:
Domestic Centers |:| CurentEnhanced Q <V0ice> I Maint. Monitor |
(New York, Oakland, e W L PLOEESS
Anchorage) Functionality | ARTCC !

Figure 22-7. Oceanic Architecture Evolutior—Step 4 (2008 and Beyond)
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ware infrastructure with en route and terminakExpanded collaborative decisionmaking would
will be completed in Step 4. Oceanic operations anable further sharing of separation responsibility
the Oakland, New York, and Anchorage centefsetween the oceanic service provider and the
will depend on the acquisition of the common erflight crew. The pilot’s ability to support climbs,
hanced oceanic en route system. An FDM will bedescents, and crossing and merging routes will be
implemented at all three sites, replacing the existupplemented by uplinked conflict probe infor-
ing FDP. A common surveillance data processdépation and display of more traffic and weather
for the en route, oceanic, and terminal domairfta. The oceanic service provider’s ability to pre-
will be implemented at each site with domaindict conflicts will be supplemented by pilot-intent
specific modifications. The ISD and FID func-information downlinked from the aircraft. Com-

tionality will be integrated into the enhanced DSHEon TFM decision support tools will further im-
workstation, which becomes the commorrove coordination between oceanic and domestic

ARTCC workstation. It is assumed that the erfacilities.

hancements made to the DSR during Step 3 of th@e full NAS-wide information network imple-
en route architecture evolution will enable it tqnentation will provide a uniform data format be-
support oceanic requirements. A COMMORyeen oceanic and the en route and terminal
ARTCC infrastructure will support common andsystems. The ICAO message set will be supported
unique oceanic and en route enhanced weathghd data communications interfaces will exist
decision support system, and maintenance applith all other equipped FIRs. Data link communi-
cations. This common, modern infrastructure wiltations will be standardized, resulting in im-
provide the ground-based platform needed for deroved coordination and seamless interfacility
veloping many of the advanced functional entransitions.

hancements (see Section 21, En Route).
22.1.2 Offshore Architecture Evolution

Oceanic communications will continue to migratq—he current offshore oceanic ATC systems in An-
from voice communications to data communicachorage, Honolulu, San Juan, and Guam have
tions. While data communications becontee partial radar coverage. The Anchorage and Hono-
primary means of communications, oceanic willyly TRACONSs are not part of this domain and
continue to support a mixed equipage environgre discussed as part of the terminal architecture.
ment. Increased use of ADS, CPDLC, and AIDGhe offshore facilities use the Microprocessor En
will continue to reduce the need for manual coolRoute Automated Radar Tracking System (Mi-
dination. The ability to communicate trajectorycroEARTS) for radar data processing of domestic
and route information (via CPDLC or TWDL) and oceanic traffic wherever radar surveillance is
will enable increased granting of user-preferredvailable. The MicroEARTS are automated pri-
routes. ADS-A will be integrated with an ad-mary and beacon radar tracking and display sys-
vanced conflict probe tool tailored for oceanieems whose functional capabilities are essentially
use. (see Section 17, Communications). the same as the terminal area ARTS IlIA radar

o _ _ data processing system, with the additional capa-
The NAS-wide information network will be struc- hjlity of employing both short- and long-range ra-

tured to conform to NAS-wide data standards; tgar.

incorporate multilevel access control and data

partitioning: to provide data security and allow!@Ple 22-3, Offshore Evolution Events, summa-
s the major events that will occur at each off-

real-time data access via queries; and to assu ) g I d i ith
all data-routing and distribution functions, inclugS"ore Site as It evolves toyvar commona ity wit
glther the en route or terminal domain.

ing data link. Planned functional enhancement
added incrementally to the system, may be able The following paragraphs present the offshore ar-
support even further reductions in separation staghitecture evolution in more detail. Architecture

dards. These would include advanced functionatiagrams show the content of each step in a logi-
ities, such as dynamic sector boundaries, conflical or functional representation without any inten-

resolution, and 4-dimensional trajectories. tion of implying a physical design or solution.
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Table 22-3. Offshore

Evolution Events

Step Anchorage Honolulu San Juan Guam
1. (1998-1999) DOTS+ H/W replacement | OFDPS-R (HOCSR) with Current system Current system
DOTS+ functionality OFDPS software (Miami patch) (Manual FDP)
CPDLC MicroEARTS MicroEARTS RDP MicroEARTS RDP
MicroEARTS
2. (2000-2004) OCS rehost/replacement Additional HOCSR Terminal controller worksta- STARS/P3|
MicroEARTS upgrade STARS/P3| tion
DSR workstation Terminal controller workstation | Localinformation services
ARTCC local information | Terminal local information ser- ADS and data fusion
services vices
ADS and data fusion ADS and data fusion
3. (2005-2007) ARTCC local information Local information services STARS/P3| Terminal controller workstation
services upgrade upgrade Local information services ADS and data fusion
NAS-wide information NAS-wide information network upgrade Local information services
network SDP SDP upgrade
NAS-wide information net- SDP
work NAS-wide information network

4. (2008 and
beyond)

Common infrastructure
with en route

Common infrastructure with ter-

minal

Common infrastructure with
terminal

Common infrastructure with
terminal

22.1.2.1 Offshore Architecture Evolution— including offshore and oceanic sectors. OCS also
Step 1 (Current—1999) provides flight data to the MicroEARTS radar

Figure 22-8 depicts Step 1 of the offshore archflata processor. An existing AIDC prototype sys-
tecture for the four offshore sites: Anchorage, Hdem will become operational to support a ground-
nolulu, San Juan, and Guam. ground data link with other international FIRs.

The sector layout at Anchorage will also include a
Anchorage DSR workstation that is connected to the Mi-
Anchorage uses a unique flight data processiffoEARTS, which will replace the current radar
system—the offshore computer system (OCSYlisplay. While Anchorage will be using the DSR
OCS processes oceanic flight data and impleéommon console hardware (driven by the Mi-
ments its own version of data link for FANS-croEARTS and the OCS), it will not be using the
equipped aircraft in Anchorage ARTCC airspace)SR software.

|_
<
o

Offshore Sites ocs OC(gaﬂ_igV)VS {  ODAPS (" Oceanic WS
-side i (HOCSR) | D-sid
Anchorage, Honolulu, FDP, CPDLC ! ! (D-side)
( g (FOP, CPOLC) DSR L__Fop) i other

San Juan, Guam)

« TRACONs Display

+ NADIN

- occ (RDP)

« ARINC Anchorage Honolulu

« NWS

+ Radar HOST Patch Oceanic WS
(Miami) (D-side)
(FDP) (FDIO)

Legend

I:l Current/Enhanced
Systems
C) Planned
Functionality

T Infrastructure
— ="' Improvements
Functional

Enhancements

Radar Display

Common
Console

Guam

San Juan

Radar Display
(PVD)

ARTCC/CERAP

Figure 22-8. Offshore Architecture Evolution—Step 1 (Current=1999)
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Anchorage (like New York and Oakland) also hadlo new improvements are scheduled prior to
the automated planning tool, DOTS Plus. DOTStep 2.

Plus |mp_Iements t_rack generation and tr_ack ad.vi'2.1.2.2 Offshore Architecture Evolutior—
sor functions and interfaces with the National Alr-Step 2 (2000-2004)
space Data Interchange Network (NADIN) for the” ) .
exchange of track information and aircraft posifigure 22-9 depicts Step 2 of the offshore archi-
tion reports. Scheduled DOTS Plus improvementgcture for the four offshore sites.

include hardware replacement and functional en-

hancements, such as improved weather da pchorage
elimination of duplicate message feeds, remofeue to aging equipment, the OCS will be re-

monitoring and software maintenance, and an ehosted (OCS-R) onto a more modern platform
hanced GUI. that includes a reengineered flight data processor

that is based upon the existing OCS software. Mi-

Ancho_rage implemented procedu_res t0 SUpPPOlt,EARTS functionality may be upgraded with
reduction to 50 nmi lateral separation for RNP-1Q yo A ADS.B data fusion. and improved

2irc_r|a{tggn8the North Pacific Ocean (NOPAC) inweather data as a part of the Safe Flight 21 and
pri : Capstone demonstration programs. This ADS-B

Honolulu and data fusion capability will be needed to sup-

In Honolulu, the CERAP uses the Offshore FIigh‘POrt _object_ives Of. these programs. Inforr_na@ion
Data Processing System (OFDPS), which is bas aring  will .be |mplemente_d via th‘? _|n|t|al
on modified ODAPS software and is interfaced &'~ 1 ©C Io_cal mformgtlon services and will incor-
a MicroEARTS radar data processor. An OFDpBorate unique local interfaces.

communications system proviqles a phannel fQlionolulu

external interfaces to communicate with OFDPS

- oo ; An additional HOCSR will be deployed to
The MICroEARTS system, commissioned in Jam@upport the transition from the CERAP’s present

ary 1998, provides new controller workstations;’ . o
The OFDPS will be rehosted as part of the ER!amond Hgad_ location. The existing HOCSR
il be maintained as a backup during the

Route HOCSR program, so the HOCSR hardwa}[% i iod. After th locati h
will be wusing existing OFDPS application ransition period. er the - rejocation, €

ft ing thi iod. tion 21 EI}{IicrqEARTS will be replace_d by STARS and
;%uv:;re during this period. (See Section 21, terminal controller workstations. The STARS

functionality will be upgraded to coincide with
San Juan the STARS preplanned product improvements

In San Juan, the CERAP obtains flight data infor®*l) (see Section 23, Terminal). Information
mation remotely from the Miami ARTCC (Miami Sharing will be implemented via the initial local
patch), which is transmitted to the rep|aceme,iﬁformation services and will incorporate unique
flight data printers (RFDPs). San Juan uses thecal interfaces.

plan view display (PVD) for MicroEARTS con-

troller positions. San Juan commissioned the man Juan

CroEARTS system in early 1998. The Miami patch for the San Juan FDP process
will remain unchanged during this period. Infor-
Guam mation sharing will be implemented via the local

Guam currently uses MicroEARTS with commorninformation service and will incorporate unique
consoles that function as situation displays at eatgcal interfaces.

sector. (MicroEARTS was commissioned in

March 1997.) Flight plans are received over affuam

aeronautical fixed telecommunications networRhe STARS with the terminal controller worksta-
(AFTN) circuit, and flight strips are printed usingtions will replace the existing MicroEARTS sys-

a PC-based program. All flight plans are mandem and common consoles. The STARS
ally entered into MicroEARTS, and all flight datafunctionality will be upgraded to coincide with

processing is done manually by the controllershe STARS Pl (see Section 23, Terminal). Infor-
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Offshore Sites { artcc | |-{oots oy . ?HFggéc'é?
(Anchorage, Honolulu, { Local Info. Sves. + {_Plus iLocal Info. Svcs. ! (FDP)
San Juan, Guam) t (Local Interface) ; i (Local Interface)i ™| “~————
{ oCs-Rehost || “------------- N 2
RDP ! (FOP, CPDLC) i| T [T STARSH
* TRACONs MicroEARTS Mmoo :C STARdSRDPI" “““““““
. Data Fusion 1Comm an i
| ADIN ( ) DSR WS L J Tew
« ARINC  HOCSR .‘— |
« NWS 1 Backup 1
« Radar — Anchorage t------ ’ Honolulu
* ADS-A | |
* ADS-B (ZAN) T ) T | ll.—o_c_'cﬁ_laf_& _é\;c_; Y 1 [ HOST Patch
! Local Info. Svcs.:l r—-'i STARS P3| ]! (Locél R - (Miami)
i - I 1 ol
{(Local Interface) § | -----------=- A1 interface) | | (FDP)
Legend h of ; \ ~ ‘o
77771 Infrastructure 1 TCW i |
~——=" Improvements [ ) ) 1 Vicro i
! i icro- [ _t -
Enpancaments i Comsr)nTéerS ROP. EARTS Radar Display
:] Current/Enhanced L g RDP (PVD)
Systems
() Pplamed Guam San Juan
unctionality
ARTCC/CERAP

Figure 22-9. Offshore Architecture Evolution—Step 2 (200862004)

mation sharing will be implemented via the locahnchorage
information services deployed at Guam and wilThe OCS-R will continue providing FDP func-

incorporate unique local interfaces. tionality. The ARTCC local information services _

at Anchorage will be upgraded and unique oce- &g
22.1.2.3 Offshore Architecture Evolution— anic interfaces will be incorporated. The local in- E
Step 3 (2005-2007) formation services will provide the capability for &

. _ a data repository, in accordance with standards
Figure 22-10 depicts Step 3 of the offshore archigeveloped for the NAS-wide information network

tecture for the four offshore sites. (see Section 19, NAS Information Architecture
+ NADIN s N
+ TRACONs I ARTCC Local Info. i (T \
+ SOCC ! Sves. Upgrade w/ | —- m ! Local Info Svcs. |
« ARINC ! Oceanic/Offshore L (with Offshore T HOSER
« NWS i Interfaces | Interfaces) |
« ADC | TTUomzmmmmomeees OCS-Rehost | | ~=====2zz====--- ’
+ CPDLC ~ RDP (FDP, CPDLC) STARS P|
+ Radar MicroEARTS SDP (Limited FDP)
+ ADS-A (Data Fusion)
+ ADS-B DSR WS Tow
Offshore Sites
Anchorage Honolulu
(Anchorage, Honolulu, | = p—— -
¢ b ! Local Info. Svcs. HOST Patch
San Juan, Guam) | Loﬁzlgmesv\cfs. : STARS P | i = Upgrade wi (Miam)
I - (Limited FDP) | | Oceanic/Offshore (FDP)
i Oceanic/Offshore | i nterf
i Interfaces | L MEIEEES ) pe—— \
Legend | | CSemmmmmmmeeeee !
7777 Infrastructure ‘:
<«---! Improvements (| = | | SUF | Tt
Functional
Enhancements
:] Current/Enhanced
Systems
Py Guam San Juan
ARTCC/CERAP

Figure 22-10. Offshore Architecture Evolution—Step 3 (20052007)
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and Services for Collaboration and Informatiomnd system software). The applications software
Sharing), that will enable the sharing of commowill be common where appropriate but will also
information between FAA facilities. comply with the domain unique requirements
necessary for operational suitabilifyhe Anchor-
Honolulu, San Juan, and Guam age system will have the architecture and capabil-
San Juan's MicroEARTS system will be replaceiies described in Step 4 of the oceanic
by the STARS and the terminal controller workarchitecture evolution (see Section 22.1.1.4).
station (TCW). The STARS functionality will be
upgraded to coincide with the annual deploymefonolulu, San Juan, and Guam
of STARS Pl enhancements (see Section 23, Tetn this step, Honolulu, San Juan, and Guam will
minal). The common reengineered surveillancevolve from offshore site domains to an infra-
data processor (SDP) will be deployed. Limitegtructure common with the terminal domain. This
FDP capabilities will also be provided in STARSstep will fully implement electronic flight data
during this period. Upgraded local informationmanagement by using flight objects and the NAS-
services with unique offshore interfaces will bavide information network. The common infra-
deployed along with the NAS-wide informationstructure will include flight data management
network. (FDM), surveillance data processing, and initial
. : TRACON/offshore automation decision support
é%e%aié(lzgggcﬂg é\;;fg;%(;ture Evolution— systems. '_Fhe goal is to achieve infrastructure
commonality (e.g., common hardware and system
Figure 22-11 depicts Step 4 of the offshore archisoftware). The applications software will be com-
tecture for the four offshore site mon where appropriate but will also comply with
the domain unique requirements necessary for op-
Anchorage erational suitability (see Section 23, Terminal).
This step initiates the evolution from the Micro- o
EARTS/OCS-R-based oceanic flight data marg2-2 Summary of Capabilities
agement, surveillance data processing, and initi@ceanic operational improvements are centered
oceanic ATC decision support systems to momround improved automation systems; procedural
advanced functionality and a common infrastruamprovements; and advanced communications,
ture with en route. The goal is to achieve infranavigation, and surveillance capabilities. In the
structure commonality (e.g., common hardwareear term, RVSM will enable increased airspace

« TRACONs /:\ - .
. 1 TRACON 1
. ,?E.%C 2 | ATCDSS b -------=--- .
S ¢ (CACP) 1|1 NASInfo.Svcs. |
T NWS . Common Pistoinivisistisisisi |4 (with Offshore
: élFE)I:)CLC Vl" Oceanic/En Route i ETnhan_ce? : 'megﬁfés’;"\s |
ermina 0 )
« Radar D Infra§tructure | SDPeFDM i
. ﬁgg./g E (see Figure 22-7) | emmmmmmmm———- Tow |
. s ! 11 °Ao 00 ) L )
Offshore Sites h"
(Anchorage, Honolulu, E Anchorage Honolulu
San Juan, Guam) 0 { TRACON | e | TTTTTRACON Y| mmmmmmmemee
! ATCDSS NAS Info. Svcs. | i ATCDSS ! NAS Info. Sves. |
N ! (CA.CP) (with Offshore | | t___ (CA/CP) i (with Offshore i
E e Interfaces, NAS ! ~—===========C [ | Interfaces, NAS |
¢TI TT T ey i Enhanced i f |
T { Enhanced __ Queries) 11t Terminal L
Legend w ' Terminal P i SDPFDM .
7777 Infrastructure 0 i SDP « FDM TCcW ] N — TCW !
~———! Improvements R i [ ) [— y
Furgcuunal K
Enhancements
I:l Current/Enhanced \—/
Systems Guam San Juan
() Panned ARTCC/ CERAP
Functionality

Figure 22-11. Offshore Architecture Evolution—Step 4 (200&and Beyond
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capacity, and ODL and DOTS Plus will supporpicts the evolution of oceanic and offshore
dynamic rerouting and separation verificationoperational capabilities.

Aircraft equipage and procedural improvements

will allow the separation standards to be reducezf-3 Human Factors

to 50 nmi lateral in more oceanic airspace. Human factors methods, principles, and practices
LWi|| be applied during the oceanic evolution pro-

Automation enhancements, multi-sector OD(: Understanding the h factors |
ADS-A, and AIDC will enable separation stan- ess. Understanding the human faclors 1SSues as-
ciated with the oceanic implementation of

dards to be reduced to 50 nmi lateral and 50 n) . o .
longitudinal in some oceanic airspace and th@i S.' '”?proved navigation tools, real-time com-
eventually in all oceanic airspace. Procedural i _unlcat[?ns, ‘an autc_)mateo! data e.’éCha’?g% be-
provements, in conjunction with separation fro IWEe.n prlot ‘."‘nd occ_eanllc service provider via data
the glass and stripless operations, may allow sep- Is required. Displays and decision support

aration standards to be reduced beyond 50/50 n PIS will support the goal_s of increa_sing erxibi'I-
ify and efficiency through implementing dynamic

in some oceanic airspace. Sharing common info outing (e tep climbs. cruise climbs. and o
mation between oceanic and domestic sites afid°" g(_ 9., SIEP CIMDS, Cruise ciimbs, P
iImum altitudes) and dynamic management of

international FIRs will improve coordination. ;
route structures (i.e., flex tracks and user-pre-

Migration to an enhanced en route/oceanic autéerred profiles).
mation system with advanced decision SUppoj“o achieve these goals requires a better under-
tools and dynamic sector boundaries will SUppOsttandin of which gecisions?to support and what
the capability for further reduction of oceanic sep-_~ .. 9 . ! PP

- specific functions DSSs will perform. Further-
aration standards. . :

more, to integrate the system across domains,

The NAS-wide information network will facili- boundaries, and authorities will require an in-
tate sharing control data for collaboration bedepth understanding of the communication pro-
tween national and international air traffic serviceess between controllers in the system and how
providers to determine the daily airspace structutbis process can be automated.

(bas_,ed on Weather,_ demand_, user prefergnces, EI"P\% human factors aspects of this new process
equipage), to identify and mitigate capacity prob-

" I¥Y be critical, since the improved communica-
lems, and to ensure seamless transition across

boundaries. The NAS-wide information networktI level and less rigid structure in the airspace

S , - . will need new methods for presenting information
will improve collaborative decisionmaking be-

tween FAA and usefsas will timely data link to controllers and other users.
sharing of information between the oceanic sefFhe primary elements of the required information
vice provider and the cockpit. Figure 22-12 deto make this transition include the definition of

|_
<
o

Dynamic Rerouting, RVSM, Flexible Tracks, more flights
achieve optimum altitudes, 50 nmi lateral implemented in some airspace

Supports 50/50 nmi, more A/C closer to wind-optimal
time path, enabled by shared sector responsibilities

Service
Improvements

Procedural improvements allow separation reductions beyond
50/50 nmi, more strategic planning, more user preferences and
requests granted. Improved coordination. More collaborative decisionmaking.

Figure 22-12. Oceanic and Offshore Operational Improvements
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service provider and user functions, decision praaformation transfer between users and oceanic
cesses, information requirements, and commurdervice providers.

cation processes that are necessary to accomplish

the goals. This information makes it possible ténclusion of the flight deck in some shared sepa-
integrate flight-strip information on the primaryration responsibility requires additional human

oceanic display in a manner that allows for thfyctors research to address the issues of flight

elimination of paper flight strips. deck information requirements and cross-system

Human factors guidance will be provided in théntegration. The issue of responsibility (e.g., spe-
area of oceanic automation and decision suppdific procedures and rules of the road) will be ad-
systems to ensure that they will provide the antidressed and resolved before shared separation
ipated user and service provider capabilities. Thiecisionmaking/responsibility occurs on the flight
DSS must detect deviations and account for rgeck. A concerted effort will be directed at deter-

quired oceanic procedural separation rules. Issq_@,%ing the capabilities and limitations of pilots

requiring resolution include accuracy and sensk,y controllers so that it will be possible to
tivity of the algorithms versus the false alarmChan e the oceanic concept of operations in a
rates that are acceptable to service providers. 9 . pt of op :
Tools must be developed to help system designér?nner that results in the requisite increase in ef-
understand what decisions should be supportdifiency and safety.

the best means to deliver the information to th8 iderable h tact i . ired
service provider, and how to elicit knowledge onsiderableé human factors guidance IS require

from experts during the algorithm developmenfor Successful transition between stages of the
process. oceanic system evolution process. This includes

] ) ) ) ) . implementing data link communications and pro-
Using oceanic data link to issue altitude assign;

sses and the transition from procedural separa-
ments, _frequency chgnges,_ clearancgs_, aﬂgn using paper strips to procedural separation
weather hazard alerts will contribute to efficiency. . . o
There are human factors issues to be resolved HN9 displays with integrated DSS tools.
garding the ability of oceanic service providers to "
ensure that the correct messages are sent, propédy* Transition
received, and acknowledged. Human_ factors '%he oceanic and offshore transition is shown in
search needs to be conducted to refine and ayg- 92.13
ment the human engineering guidelines for gure '
system development in data link communications _
to ensure that providers and users sustain or gf-4-1 Oceanic Elements
hance their current level of situation awarene
using data link communications during ocean
operations.

The process of TFM in future oceanic operations DOTS Plus implemented at Oakland and
will depend heavily on collaborative decision- New York

making. That is, information will be shared be- o

tween service providers and users so that both ODL, ISD controller tools, and initial AIDC
parties can optimize the process of flight schedul- deployed at Oakland and New York

ing, routing, and maneuvering. Human factors re-
search is required to develop alternative methods ODAPS hardware at Oakland and New York
for interaction between users and service provid- rehosted onto the same type of platform as the
ers to enhance oceanic flexibility. The research Host sustainment platform (HOCSR)

needed encompasses development of analytical

tools to evaluate the human factors aspects of hdw ADS-A software deployed at Oakland and
collaborative decisionmaking (CDM) will be con-  New York; communications server supports
ducted from the standpoint of communication and ODL, ADS-A, and AIDC

Sthe principal elements of the transition to the
ISceanic architecture are as follows:
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CcYy
NAS Modernization Phases Phase 1 Phase 2 Phase 3
Oceanic Architecture Steps Stepl | Step 2 Step 3 Step 4
Oceanic |ODAPS ODAPS-R (HOCSR) / Enhanced Oceanic/En Route System
AIDC, ISD Controller
Tools Enhanced AIDC
CPDLC
OoDL ATN DL Common DLAP
DOTS + OTMS Common TFM DSS
ADS-A Software
Stripless Operations
Offshore Architecture Steps | Step1 | Step 2 | Step3 | Step 4
Offshore
ZAN DOTS + Enhanced Oceanic/
En Route System
ZAN OCS Rehost
ZHN
OFDPS OQAPSR (HOCSR) Enhanced
ZHN/GUAM ZSU Terminal System
STARS STARS

Figure 22-13. Oceanic and Offshore Transition

* OTMS functionality upgrades at Oakland and

New York
e TCA, Full-Fidelity Trainer, Enhanced AIDC

» Transition to stripless operations at Oaklane

and New York

 FDM prototype deployed as engineering test

bed

e Common DLAP supporting oceanic and do-

mestic data link

e Introduction of NAS-wide information net-
work

e Common oceanic/en route system deploy
at Oakland, New York, and Anchorage

STARS deployed at Guam and Honolulu

* Introduction of Local Information Services at
offshore sites

STARS deployed at San Juan

e Introduction of NAS-wide information net-
work at offshore sites

e Common terminal infrastructure for Hono-
lulu, San Juan, and Guam

« Common oceanic/en route system for An-
chorage

* Functional enhancements are implemented to
eq fully satisfy mid-term CONOPS.

22.5 Costs

« Common terminal/offshore system deployedhe FAA estimates for research, engineering, and

at Honolulu, San Juan, and Guam

e Functional enhancements are implemented
fully satisfy mid-term CONOPS.

22.4.2 Offshore Elements

development (R,E&D); facilities and equipment
(5&E); and operations (OPS) life-cycle costs for
oceanic and offshore architecture from 1998
through 2015 in constant FY98 dollars are
presented in Figure 22-14.

» The principal elements of the transition to the@2 g \watch Items

offshore architecture are:
* DOTS Plus implemented at Anchorage
* OFDPS replaced at Honolulu (HOCSR)
e OCS replaced at Anchorage

JANUARY 1999

A current study is investigating a number of inno-
vative alternatives to meet oceanic user needs and
FAA commitments to reduce separation stan-
dards. This effort focuses on an FAA/industry
partnership to deliver benefits earlier than is cur-
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Figure 22-14. Estimated Oceanic and Offshore Costs

rently affordable with FAA funding. System ca-
pacity will not keep pace with growth in traffic
volume until improvements are made to the oce-
anic ATC system.

The oceanic and offshore architecture evolutiop
will require new procedures, regulations, stan-
dards, and certification of all systems whose fail-
ure could affect flight operations safety. New
operating procedures will be required for reduced
separation standards, flexible routing, and in-
creased use of automated information exchange
between aircraft, service providers, and interng-
tional FIRs. Standards for message formats and
content must be generated and agreed upon inter-
nationally.

Implementing oceanic capabilities and achieving

the oceanic and offshore functionality and subse-
guent operational benefits described in the archi-
tecture depends on adequate funding, which has
been and continues to be a problem. Thus, suc-
cessful implementation of the oceanic architec-

ture will depend on the success of related

activities in other domains (described below).

* Demonstrate the ability of ground automation
systems to process improved surveillance, in-
tent, aircraft state, and wind data from both
Mode-S downlink and ADS; to merge these

22-18 — (CEANIC AND OFFSHORE

data with radar data and pilot position reports;
and to display this information to controllers
with an acceptable computer-human interface
(CHI)

Timely deployment of ODAPS, OFDPS, and

OCS hardware supportability solutions that

solve the infrastructure replacement problems
in the near term and provide a bridge to the
new capabilities of the evolving systems nec-
essary to meet future requirements

The budget for incorporating some of the fu-
ture functionality is related to development of
common algorithms to provide this function-
ality across domains where appropriate. Ar-
eas where common functionality across
domains is anticipated are:

— Surveillance processing and ADS data fu-
sion in the terminal, en route, oceanic, and
surface domains

— Weather services
— Flight object processing (FDM)

— Functionality in some ATC DSS and safety-
related tools.
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23 TERMINAL

The primary task of air traffic control (ATC) ins Integrated display of weather and aircraft po-
the terminal domain is to ensure that aircraft are sitions based on primary/secondary radar, and
safely separated and sequenced within the air- automatic dependent surveillance (ADS) in-
space immediately surrounding one or more air- formation

ports. Terminal automation systems provide the
terminal radar approach control (TRACON) facil-
ities with capabilities for controlling arriving, de-
parting, and overflight aircraft and provide tower  Automated exchange of real-time flight data
facilities with terminal radar aircraft situation dis- among aircraft, ATC facilities, airline ramp
plays. TRACON facility controllers, with support ~ control, and airline operations centers
from a co-located traffic management unit (TMU)  (AOCSs) to support collaboration

(at some high-activity locations), manage the
flow of air traffic in the terminal airspace.

Conformance monitoring, conflict detection,
and conflict probe functionality

Integration of surface and terminal automa-
tion.

The future terminal architecture accommodate%ese enhancements will allow for improvements
the projected air traffic growth through automa- , P

tion enhancements and procedural changes to iﬁy—Ch as

prove capacity, reduce maintenance costs, and Reduction and/or elimination of terminal area
provide the foundation for future enhancements. speed and altitude restrictions

A combination of ground and airborne automa;:
tion capabilities will allow flexible departure and
arrival routes and reduce and/or eliminate speed
and altitude restrictions in the terminal domain. /?31 Terminal Architecture Evolution

major driver of the terminal architecture is tQThe terminal architecture evolves from an infra
lower operations and maintenance costs by evolv:

T vl T o e o s f o A nd DOD
shore anq dom-estlc alr- traffic serwces-. STARS. The evolution of STARS includes pre-
As described in Section 22, Oceanic and Ofplanned product improvements3(Pto support
shore, the ATC automation systems at offshoighhanced functionality, as well as periodic up-

sites (Guam, San Juan, and Honolulu) will evolvgrades to ensure future maintainability and sup-
toward automation systems commonality with thgortability.

terminal domain. The concept of commonality is_ | ] ) ]
that the offshore facilities will evolve to the termi-Puring a four-step evolution, the terminal archi-
nal infrastructure and the applications software 48¢ture will integrate capabilities that will also
appropriate, but they will also utilize domain- an§atisfy many offshore automation requirements.

site-specific capabilities necessary for operationaf€ following diagrams show each evolutionary
suitability. step in a logical or functional representation with-

out any intention of implying a physical design or
The FAA and the Department of Defense (DODq)tion.

will replace all of their terminal automation sys- o
tems in the NAS with the Standard Terminal AuJhe STARS deployment program will install sys-
tomation Replacement System (STARS). STAREMS at 170 FAA and 36 DOD terminal facilities

is an all-digital system based on an open syste?¥er approximately 6 years. The current equip-
architecture. ment (i.e., automated terminal radar system

_ _ _ .. (ARTS 1A, lIE, llIIA, IE)) and associated dis-
The terml_nal architecture Wlll_t_a'\_/olve to prov'deplays and peripherals and the DOD programma-
the following enhanced capabilities:

ble indicator data processor (PIDP)) will be de-

e Improved arrival and departure sequencingommissioned. STARS 3B will incrementally
based on surface traffic, airline preferencegrovide new functionality and enhancements (see
and traffic flow information Figure 23-1).

Flexible departure and arrival route structures
and possible reduced separation.

|_
<
o
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Step 1 Step 2 Step 3 Step 4
(Current-"00) ('01-'04) ('05-'07) ('08+)

Prototypes
s pFAST*
* ITWS

aFAST
w/ Wake Vortex

\

ATC DSS
and Enhanced
Terminal

System

PRM via
ADS

* FFP1 Capability
Figure 23-1. Terminal Architecture Evolution

23.1.1 Terminal Architecture Evolution— (MSAW). Conflict alert and MCI are automated
Step 1 (Current-2000) safety functions that detect unsafe proximity be-
In this step, current terminal automation systenfyeen aircraft pairs and provide visual and aural
will begin to be replaced with more modern sysalerts to controllers. MSAW detects proximity be-
tems that provide the foundation for future entween tracked aircraft and terrain and/or obstruc-
hancements (see Figure 23-2). Step 1 consiststi@ins and provides controllers visual and aural
the current automation systems and the initigllerts. ARTS IIA systems are being updated to
STARS implementation. ARTS IIE in order to provide these safety

Current Automation Systems functions.

The current terminal automation systems CONSIgRTS acquires and maintains aircraft identifica-
of computer processing and display systems thab, predicts future locations and altitudes, dis-

are used in conjunction with airport surveillanc . : ;
o lays the information directly to a controller, and
radars. The current systems used within the TRA- y y

CON are FAA configurations of the ARTS anatransfers the information to the next controller re-
the DOD PIDP (collectively referred to as ARTS)sponsibIe for the aircraft. It associates the tran-
ARTS began with the ARTS | in 1964, thersponder code received from the aircraft via the
evolved into several configurations. The ARTSecondary radar surveillance system with the as-
IIA and ARTS IIE are designed to provide autosigned transponder code contained in the flight

mation support to air traffic controllers at small tgplan (received from the en route host computer).
medium-sized TRACONSs, and the ARTS IlIIA
and ARTS llIE are designed for larger TRA-ARTS provides TRACON controllers with con-

CON:s. tinuous alphanumeric information on radar and

ARTS satisfies the requirements for tracking anﬂata displa;_/s. This information,_ displayed_ in a

identifying aircraft. In addition, the ARTS IlIA data block, includes the aircraft identity, altitude,

IE, and IIIE systems provide additional safetyhe type of aircraft, ground speed, any special eq-
functions, such as conflict alert, Mode-C intrudewipage of the aircraft, and, if applicable, the emer-
(MCI), and minimum safe altitude warninggency status of the aircraft.
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Figure 23-2. Terminal Architecture Evolution—Step 1 (Current-2000)

Specific ARTS versions also support use of thprint paper flight progress strips for use by termi-
Final Monitor Aid (FMA), Converging Runway nal and tower controllers.

Display Aid (CRDA), and Controller Automation o

Spacing Aid (CASA). FMA monitors aircraft on Other Current Capabilities

final approaches to parallel runways and provideseveral other capabilities currently exist or will
controllers visual and aural alerts when approache introduced into the terminal domain during
ing aircraft are predicted to enter a nontransgreStep 1.

sion zone between parallel runways. CRDA ang

CASA are algorithms and display features that a%?:tivity TRACONS. a TMU serves as the inter-

sist controllers in merging arriving traffic into a . .
. face with the enhanced traffic management sys-
final approach sequence. CRDA and CASA funct'em (ETMS), the backbone of the current national

tionality assists controllers in visualizing the relag & ¢ management (TFM) system (see Sec-
tionships between aircraft on different flight path%On 20, Traffic Flow Management). The TMU
: e ) Ofrovides a projection of aircraft demand for pri-
tween aircraft to maximize capacity. CRDA iS5y airmorts via the monitor alert functions and
used at airports with converging runways thghe “aircraft situation display. Monitor/alert in-

have straight-in approaches. CASA is used at ai5rms the traffic management coordinator when
ports with curved approaches. projected traffic flows will exceed capacity and

rovides a means for adjusting flows in coordina-

The digital bright rf_;ldar indicatqr tower equipmenﬁon with the Air Traffic Control System Com-
(DBRITE) system is a tower display that presents . .4 Center (ATCSCC) and the AOCs.
radar/beacon, weather, and ARTS data to tower

controllers. Center TRACON Automation System (CTAS)/
passive Final Approach Spacing Tool (pFAST).
Flight Data Input Output (FDIO) is a separate sysA CTAS/pFAST prototype is in operation at the
tem that provides a capability for terminal conballas-Fort Worth TRACON, interfacing with the
trollers to enter and retrieve aircraft flight plansARTS-IIIE. Based on its mature status as a re-
into and from the en route host computer and &earch and development prototype program,

ir Traffic Management. Within certain high-
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CTAS/pFAST was selected for deployment at adfower Interface Systems

Capabilities Limited Deployment (FFP1 CCLD)Movement Area Safety System (AMASS) and the
to provide early benefits to ATC and NAS users igyrface movement advisor (SMA), require an in-

the terminal domain. pFAST is an automation toqkrface with the terminal automation system to re-
that assists terminal controllers in sequencing ag@ive track and flight information.

spacing arrival traffic. pFAST integrates radar .

sensor, flight plan, aircraft performance, an irport - Movement Area Safety System.
weather data. The pFAST processor algorith MASS, currently a prototype system at the De-

sequence and merge aircraft approaching the a.rrglt and St. Louis airports, will be deployed to 34

port from different directions. Aircraft are mergeoa'rports' It.alerts tower qontrollers to poFennaI air-
! . ) craft conflicts on the airport surface via audible
into a steady arrival stream, which balances ru

o : . - Lautions and warnings and visual information su-
way utilization, increases traffic-flow efficiency,

. erimposed on the airport surface detection
and helps pilots conserve fuel. pFAST sends t %uipr%ent (ASDE)-3 disglay (see Sections 16,

aircraft and sequencing data for display at cor,eijlance, and 24, Tower and Airport Surface).
troller workstations. The pFAST functionality is

modular and will be developed in several increSurface Movement Advisor. The SMA proto-

mental builds that will progressively increase théype developed at Atlanta is planned for imple-
tool's sophistication. mentation at selected facilities. The prototype

shares information among air traffic, the airlines,
Integrated Terminal Weather System (ITWS). and the operations community. However, to pro-
ITWS, currently a prototype system at three locavide early benefits to users as part of FFP1
tions (Dallas-Fort Worth, Orlando, and Memphi$CLD, SMA has been redefined to provide a
TRACONSs), functions as a weather server in th@®rm of limited collaborative decisionmaking
terminal domain. ITWS integrates weather frordCDM) capability. Specifically, initial SMA for
terminal Doppler weather radar (TDWR) and airFFP1 CCLD will provide aircraft arrival, depar-
port surveillance radars (ASRs) for display at teftiré, and airport status information via ARTS to
minal facilities. It also provides alerts and shor@ifine ramp control operators (see Section 24,
term forecasts of terminal weather conditions (se€?Wer and Airport Surface).

Section 26, Aviation Weather). STARS Implementation Phase

Parallel Runway Monitor (PRM). PRM allows Current automation systems will be unable to
independent simultaneous parallel approaches UReet growing traffic demands or readily incorpo-
der instrument meteorological conditions (IMCyate new functionality. The FAA needs an open,
for parallel runways spaced from 3,400 to 4,3ogxpandable terminal automation platform that can
feet. The PRM consists of an eIectronicaII;ﬁccommOdate current and future needs. STARS
scanned surveillance radar with 1-second updadl! replace the various ARTS systems at FAA
and a high-resolution color display. PRM requires RACONS and PIDP at DOD facilities with mod-
track and flight plan data from the terminal auto€™ displays and distributed processing network
mation system. Currently a one-way interfac@rCh'teCtures' STARS will also replace DBRITE

from ARTS to the PRM has been defined with the tower display workstation (TDW) to pro-
' vide equivalent ATC operational functionality.

PRM provides controllers with visual and aura5TARS provides a standard automation architec-
alerts when an approaching aircraft is predicted {@re that is scalable across all TRACON facilities.
blunder into the nontransgression zone betweenwill reduce costs for software changes, improve
the runways. It was commissioned at Minnesoftware portability and documentation, reduce
apolis-St. Paul in 1997 and St. Louis in 1998 anglardware and software maintenance and training,
is scheduled for implementation at threand provide the capacity for future growth.
additional terminal facilities (New York (John F.STARS will also provide color displays for termi-
Kennedy Airport), Philadelphia, and Atlanta).  nal and tower controllers (i.e., terminal controller
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workstations (TCWSs) and TDWSs) to increase th23.1.2 Terminal Architecture Evolution—
amount of information that can be displayed an8tep 2 (2001-2004)

to improve data discrimination. STARS requires

digitized radar data from surveillance systemgUring this period, deployment of STARS to all
(see Section 16, Surveillance) to process trackifg”® TRACONS will continue, as will national
and will provide multiple radar sensor trackingiePloyments of CTAS/pFAST, PRM, AMASS,
and mosaic display. and ITWS (see Figure 23-3). STARS Blanning

includes a limited set of FDP capabilities to en-
STARS functionality will be delivered in three ca-hance STARS. STARS will replace the Micro-
pability configurations. The early display config-processor En Route Automated Tracking System
uration (EDC) will interface with the existing (MicroEARTS) systems at two offshore facilities
ARTS via the automation interface adapter (AlA)(Honolulu center radar approach control
The ARTS backroom equipment provides the prdCERAP) and Guam) (see Section 22, Oceanic
cessing capability using STARS displays. and Offshore).

The STARS initial system capability (ISC) and fi-Functionality enhancements to STARS will be
nal system capability (FSC) configurations modprovided in a series of “packages.” It is antici-
ernize the automation of terminal facilities angbated that these packages will be implemented
provide a single automation solution, while overene per year for several years. The first planned
coming the deficiencies of the current termingbackage includes interfaces to pFAST, PRM,
automation systems. (FSC will not be impleAMASS, and SMA. These systems, which had
mented until Step 2.) STARS also provides abeen interfaced to ARTS as prototypes, will begin
evolutionary path to provide new functionality asiational deployment. The All Purpose Structured
it becomes available. FSC will incorporate FMAEUROCONTROL Radar Information Exchange
CRDA, CASA, and a maintenance interface to thtASTERIX), free-form text, and terminal control-
operational control centers (OCCs). The OCC irer position-defined airspace will also be imple-
terface will be used for remote monitoring andnented. Definition of these STARS enhance-
control of STARS. ments follow:

occ
Infrastructure Improvements TDWR
| \STARSISC,FSD,andP¥l ! Displays to ASR9
! 70, an . ATCT oW NEXRAD
!« Integrated Maintenance ! \
1 Monitoring Workstation | l
S \
Functional Enhancements | TRACON L___. R -
|
« CTAS Passive FAST |\L003| Info. Sve.l L WS |
*PRMonSTARS [ | S |
+ ITWS Standalone i S:-OACszsing
+ Local Data Sharing ASR STARS ———1
« ITWS Wx on Controller Comm. Proc. I ggld STARS
Display =
+ FDP Upgrade I * CTAS/pFAST
! «PRM
I * ASTERIX
Legend I « Wx Overlay
L1 inpoverens Local Wx Local Wx } e !
Functional Sensors Dlsplays ’__ T TCW |
Enhancements i I::::::::
I:l gur;emJEnhanced |L _:. STARS I
ySiems ~—~~ Maintenance !
| o
pamed - | Monitoring |
y L4
TRACON l

Figure 23-3. Terminal Architecture Evolution—Step 2 (200£2004)
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All Purpose Structured EUROCONTROL Ra- tomated Surface Observing System (ASOS) (or
dar Information Exchange (ASTERIX). Thisis the DASI) for automated input of local barometric
a digital surveillance message format currentlgressures, thereby reducing controller workload
being standardized under the leadership of Eldnd the possibility of data entry error.
ROCONTROL! ASTERIX will permit a sensor

to transmit surveillance data with increased precBTARS/STARS Interfacility Interface. Cur-
sion and a unique aircraft identification code ifiently, the interface between terminal automation
the target position report. This identification willsystems is via the en route Host computer system.
be used for surveillance processing/tracking arelTARS-to-STARS interfacility communications
separation assurance function enhancements. AgH allow a STARS facility to exchange data di-
TERIX will enable other surveillance processingectly with up to seven other STARS facilities.
enhancements, such as selective interrogation ($his change will increase operational and techni-
and processing automatic dependent surveillanaeal efficiency and reduce the Host workload.
broadcast (ADS-B) data (see Section 16, Surveil-

lance). ASTERIX will be implemented with theFlight Data Input/Output Integration Into
interface to the ASR-11, ATCBI-6, and Mode-SSTARS. The current FDIO in the TRACON facil-
radar systems being procured. ities will be replaced. Integrating FDIO into
STARS will include FDIO keyboard and display

Free-Form Text. This function allows the con- functionality at the TCW and a flight strip printer.
troller to input and place alphanumeric text any-

where on the STARS TCW/TDW displays. Thesyeijllance  Processing ~ Enhancements.

function replaces handwritten notes that are UsR&rARS inherent capabilities allow use of en-

during the controller relief briefing. Free-formy,nceq syrveillance algorithms, information, and
text is a safety enhancement to ensure informatiqycessing functions. These improved surveil-
is available and in view of the controller. lance capabilities depend on the ASTERIX mes-
Terminal Controller Position-Defined Air- sage format described above. The implementation
space.This allows the controller to define an airof ASTERIX enables tracking, conflict alert, and
space (i.e., temporarily restricted airspace) arldode-C intruder alert algorithms to be improved
display it on the TCW/TDW. This capability en-due to increased precision of position reporting,
sures safe operations in the vicinity of special avihe surveillance file numbers correlating targets to
ation activities (e.g., parachute jumping) and wiliracks, and the time stamps for target reports.
facilitate other safety critical operations, such as

release of instrument flight rules (IFR) traffic alTWS Weather on Controller Displays. Ini-
uncontrolled airports, release of volumes of aittially, ITWS will be a stand-alone system with the
space to other sectors, and providing remind&reather data available to terminal controllers on
messages for procedures temporarily changed dsgparate displays. Later, ITWS weather informa-
to equipment outages or weather conditions.  tion will be displayed on STARS. This capability
will provide convective and hazardous weather
detection and prediction information (from ITWS
outboard processing) directly at controller posi-
Automated Barometric Pressure Entry tions, thereby increasing efficiency and safety.
(ABPE). Currently, controllers manually enter theAt sites that are not receiving ITWS, the ASR-9
barometric pressure reference used by the termieather system processor (WSP) will be inter-
nal automation system. The current setting is olfaced to STARS to display windshear information
tained from direct-reading instruments or digitabn the TCW.

altimeter setting indicators (DASIs) or the nearest

weather reporting station. The altimeter settingraffic Management Interface Enhancements.
affects an aircraft's altitude displayed to the corfhe ETMS upgrade is a two-way interface that
troller. ABPE adds a STARS interface to the Auwill permit display of ETMS data on the TCW.

Candidates for other3Ppackages to be imple-
mented during this period include:

1. The European Organization for the Safety of Air Navigation.
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Another candidate functionality for implementafrom the sensors to TRACONs and from the
tion (depending upon funding) during this timeTRACONS to other ATC facilities.
period is:

. Introducing aircraft and surface vehicle ADS-B
Flight Data Processor (FDP) Upgrade.Cur- information processing and surveillance data fu-
rently, flight data are processed by the en routgon will allow enhancements to the terminal
Host computer at the ARTCCs. The offshore sitagacking and safety functions. Surveillance data
are not within ARTCC airspace, and thus are ”‘E&ocessing of aircraft and surface vehicles will fa-
supported by this FDP capability. A limited set Ofjjitate integration of terminal and tower data

FDP capabilities is required for STARS to fullyfom a single automation source such as STARS
replace the current MicroEARTSs and unique Ioca(gee Figure 23-4).

FDP systems at Honolulu, San Juan, and Guam

(see Section 22, Oceanic and Offshore). Als :

FDP capabilities in STARS will reduce depen%uwelllance Data Processor (SDP)
dence on the en route automation system. As secondary radar systems with selective inter-
rogation (SI) capability are implemented, ground
automation system changes will be incorporated
to effectively interface with these systems.

23.1.3 Terminal Architecture Evolution—
Step 3 (2005-2007)

STARS will be delivered to a third offshore facil-

ity (San Juan) during this step. TRACON automation will permit acceptance and

processing of ADS-B position reports and the in-
Electronic flight data management (FDM) will betegration and fusion of ADS-B data with radar

introduced through a prototype flight object prodata. TRACON automation processing will be ex-

cessor. TRACON data will be routinely availablgpanded to integrate terminal radar and surface
throughout the NAS via local information sharingsurveillance data, including ground vehicles oper-
and the NAS-wide information network. (see Seating on the airport surface movement area. The
tion 19, NAS Information Architecture and Ser-end result is the integration of airborne and sur-
vices for Collaboration and Information Sharing)face surveillance information on the tower dis-

Real-time surveillance data will be distributeglays.

|_
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Figure 23-4. Terminal Architecture Evolution—Step 3 (20052007)
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The integration of ADS-B data with data fromdata (defined in Section 19, NAS Information Ar-
surveillance sensors will require development of ehitecture and Services for Collaboration and In-
multisensor fusion tracker. This ability to comformation Sharing). This capability at TRACONS
bine target reports from multiple sources to fornwill eventually reduce terminal system depen-
a single track takes advantage of overlapping sethence on ARTCC automation.

sors and ADS-B data. This capability will M As local systems are replaced or new systems de-

prove the accuracy and_avallab_lllty of a”cfa.ft po\'/eloped, commercial data base management sys-
sition data, potentially increasing the efficienc

and safety of terminal operations and reducin r¥qms will be used. This will enable data sharing
y P 9 e.g., flight plan information, radar and weather

Il_ance on any one sensor. Development .Of alg ata, maintenance information) between the vari-
rithms for terminal and en route data fusion wil

be done jointly, and fused surveillance data wi us local terminal automation systems and appli-

be available for distribution to other TRACONs-LIONS (See Section 19, NAS Information Archi-

. S X ecture and Services for Collaboration and Infor-
\z;tvr:)orIkARTCCs via the NAS-wide information net-rnation Sharing).

; 3.1.4 Terminal Architecture Evolution—
PRM currently depends on a special eIECtrongéep4(2008—2015)

cally scanned radar to provide the rapid updat
necessary to perform its monitoring function. BeThe logical terminal architecture is illustrated in
cause of the update rates available with ADS-B;igure 23-5. The evolution of the terminal auto-
TRACON automation will be able to providemation system toward a common hardware and
PRM functionality at many more facilities at asoftware infrastructure for the offshore facilities

significantly lower implementation cost. will be accomplished in Step 4. Oceanic offshore
automation system functionality will be fully inte-
Safety Enhancements grated into the enhanced terminal offshore sys-

Conflict alert, MCI, and MSAW are existing tem. An FDM will be implemented to replace ex-
safety functions. The enhanced surveillance préating offshore and terminal FDP capabilities. The
cessing and tracking previously discussed wiffPM expands on the FDP functionality and will
improve the probability of detection and reduc@se_fllght objects to Q|ssem|n_ate flight status and
the false alarm rate associated with these fung@ffic management information. The enhanced
tions. Merging approach and departure traffic wilf'minal and offshore system will provide an im-
improve the effectiveness of conflict alert andProved surveiliance data processor for aircraft and
runway incursion logic, and the display of bottfurface vehicles. This automation system will al-
types of traffic on the same controller screen wilPW more integrated surface and airspace opera-
improve situational awareness and safety. Incof©ns, enabling the airport IFR capacity to more
porating intent data acquired through ADS-B wilf!0Sely approach visual flight rule (VFR) capac-
also improve conflict alert performance. ity.

) ) , A common, modern platform infrastructure will
Flight Object Processor Prototype and Flight  oide for development of many advanced ATC
Data Management (FDM) decision support systems (DSSs). The controller,
Currently, the ARTCC automation performs flightiraffic flow managers, airline operation centers,
data processing for all aircraft within its assignegilots, and other NAS users will have access to
airspace, including aircraft under TRACON conthe same DSS and information, which will enable
trol. The limited set of prototype STARS FDP caa collaborative decisionmaking capability. The
pabilities developed in Step 2 for the offshore faFRACON ATC DSS will integrate conformance
cilities will be enhanced to provide FDM capabil-monitoring, conflict resolution, and conflict probe
ities. This will be a coordinated effort with the ercapabilities as a coordinated set of controller
route FDM development and may become thiols. The reliance on paper flight strips will de-
model for the ultimate NAS-wide FDM. Thiscline. pFAST capabilities will be upgraded to ac-
FDM is an evolution from today's flight data protive FAST (aFAST) with greater precision in air-
cessing capability that permits use of flight objeatraft sequencing through recommended speed and
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Figure 23-5. Terminal Architecture Evolution—Step 4 (2008-2015)

heading adjustments and aircraft wake vortex ifFhe NAS-wide information network will conform
formation in the spacing calculations to increas® NAS-wide data standards, incorporate multi-
safety. level access control and data partitioning, provide
data security, allow real-time data accessibility
Data link capabilities will migrate from the ser-yvia queries, and assume all data routing and distri-
vice provider capability in the tower domain topution functions, including data link. (see Section
the next-generation communication systems (e.d.9, NAS Information Architecture and Services

NEXCOM). Full ATN-compliant controller-pilot for Collaboration and Information Sharing).
data link communications (CPDLC) Build 3 ser-

vice will support air-ground data exchange. Th&3.2 Summary of Capabilities

enhanced terminal automation system will usgyq|ytionary refinements to terminal automation
data link for communications and ADS-B t0 progystems will result in DSSs that support flexible
vide more accurate aircraft position reportingjeparture and arrival routes by using satellite-
This will allow more efficient use of terminal air-p5ceq navigation and improved communications
space and application of revised separation assifig surveillance capabilities. Surveillance data
ance standards. Eventually, with improved,scessing will be performed in the terminal do-
ground-based separation assurance and decisigfsin using a common processing system for both
making tools, used in conjunction with advanceflgpendent surveillance data and radar/beacon

cockpit display of surrounding traffic, pilots mayyata for ground and airborne traffic (see Figure
be able to fly self-separation maneuvers durings_gy

IFR conditions in the terminal area. This provides
the capability to achieve VFR runway acceptancEhe NAS-wide information network will provide
rates during IFR conditions. exchange of real-time flight data among aircraft,
ATC facilities, and AOCs, enabling a collabora-
An upgraded TDW that supports the integratiotive decisionmaking capability. Terminal automa-
of tower automation functions with terminal autotion improvements will also provide new inter-
mation will be provided (see Section 24, Towefaces for communications with external systems
and Airport Surface). (e.g., CTAS/pFAST, PRM, SMA, AMASS, and

|_
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Improved sequencing and spacing for merging streams of traffic and assigning
aircraft to runways increases flow efficiency and helps pilots conserve fuel

New/improved sensors and model data received and fused, providing enhanced short-term forecasts

Terminal displays (STARS P®l) provide convective and hazardous
weather detection and prediction - Increased efficiency and safe

Controller receives accurate GPS position, velocity, and intent data

Surface and airborne surveillance integrated on tower/terminal display

Integrated
Terminal
Surveillance

CTAS
Passive
FAST
FFPL

VFR-Like
OpsinIFR
Conditions

Improved Active
Wx on

STARS

ITWS

Standalone GPS Data

via SSR

CPDLC
Build 3

More efficient spacing, increased operations in wake vortex conditions

Self-separation during terminal IFR
operations - Reduces variance between VFR and IFR

Figure 23-6. Terminal Architecture Evolution

ITWS). These new interfaces will add the capanicate with pilots more effectively, manage termi-
bility to provide automation-generated data, suchal airspace more efficiently, and to potentially
as tracks and flight plans to external systems, asable significant user cost savings.

well as a capability to receive and process data

from external systems. In addition, the improve23.3 Human Factors

ments will support surveillance system enhance- o

ments, improved weather display, data link, anyew hardware and software tools will improve

conflict alert and Mode-C intruder alert enhancehe way controllers conduct terminal operations
ments. and provide traffic management services. Human

) ) ) ) factors efforts will focus on enhancing controller
The terminal automation suite will process Surﬁ)erformance through:

veillance data for surface vehicular traffic as we

as aircraft for use in both the tower and terminal  Upgrading the human interface with commu-
areas. The terminal automation suite will migrate nications, new surveillance sources, and
to an enhanced terminal/offshore automation sys- DSSs

tem that will evolve to a full set of TRACON

ATC DSSs and TFM DSSs. The NAS-wide infor»  Using results from simulations and cognitive
mation network will improve collaborative deci-  modeling for decision support tools to facili-

sionmaking between FAA and users. tate aircraft, ATC, and airline operations real-

The terminal automation system will use a digital time flight data sharing

data communications channel between terminal Enhancing procedures for using surface, air-
controllers and the aircraft in terminal airspace. line operations, and traffic-flow information
This channel will supplement the controller's ex- o collaborative decisions involving arrival
isting voice channel, and will allow the controller and departure sequencing

to move many of the regular and routine functions

from the voice (very high frequency (VHF)) radio.  improving displays of new information in-
communications to a second, parallel communica- volving airport surface movement, aircraft
tions channel. Studies have shown that this termi- tracks, flight plans, and weather

nal data link application, computer-human inter-

face (CHI), and second data communicationrs Changing training concepts to support such
channel will help terminal controllers to commu-  tools and new technologies as data link.
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23.4 Transition are presented in constant FY98 dollars in Figure

The terminal domain transition schedule is show%3'8'
in Figure 23-7. These capabilities will be de-23_6 Watch Items

ployed during the transition: o _ _ _ _
Achieving terminal functionality and operational

* STARS deployment benefits within the schedules and budgets de-
« STARS B scribed in the architecture depends on the funding

_ and success of the following funding activities:
— CTAS/pFAST, PRM, AMASS, SMA inter-

faces, Free-Form text, and ASTERIX e Timely deployment of STARS to solye the in-
. frastructure replacement problems in the near
— PRM internal to STARS term and provide a bridge to the new capabil-
_ CTAS/a FAST ities of the reengineered terminal system

«  Surface ADS-B, terminal-offshore integration” Deémonstrate, as a part of Safe Flight 21, the
ability of ground automation systems to pro-

+ Data link via NEXCOM cess improved surveillance, intent, aircraft
. s state, and wind data from both Mode-S down-
SDP, SDP-to-off-shore link and ADS, to merge these data with radar
 Initiate STARS Hardware Upgrade 1 (Repeat data, and to display this information to con-
at 6-year intervals) trollers with an acceptable CHI. Results of
these demonstrations would include process-
ing algorithms and CHI standards that could
« Terminal-tower integration. then be incorporated into the terminal core
functionality between 2005 and 2008.
23.5 Costs

The FAA estimates for research, engineering, an'd Success of the FFP1 CCLD prototypes for the

development (R,E&D); facilities and equipment terminal domain (CTAS/PFAST).
(F&E); and operations (OPS) life-cycle costs foiThe budget for incorporating some of the future
the terminal architecture from 1998 through 201functionality is related to developing common al-

» Enhanced terminal functionality

|_
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Figure 23-7. Terminal Automation Transition
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Figure 23-8. Estimated Terminal Automation Costs

gorithms to provide this functionality across do» Common functionality in some ATC DSSs
mains where appropriate. Areas where common and safety-related tools.

functionality across domains is anticipated are:
It is understood that this development process will

* Common surveillance processing and ADSfcrease dependencies between domains, but it is
radar data fusion in the terminal, en route, anglso understood that current budgets do not allow

surface domains separate development in each domain. Therefore,
« Common weather services it is essential that many of these efforts begm in
the near-term to reduce long-term production
» Common flight object processing risks.

23-12 — TERMINAL JANUARY 1999



ARCHITECTURE — VERSION 4.0

24 TOWER AND AIRPORT SURFACE

Operated by the FAA, the Department of Defengaveen service providers and actively controlled
(DOD), contractors to the FAA, and nonfederahircraft but also among all users located at the air-
organizations, airport traffic control towerport. This exchange will enhance operational effi-
(ATCT) facilities are primarily responsible for en-ciency and safety of aircraft movement on the air-
suring sufficient runway separation between langsort surface.

ing and departing aircraft. ATCTs also relay in
strument flight rules (IFR) clearances, provid
taxi instructions, and assist airborne aircra
within the immediate vicinity of the airport.

This section describes the capabilities and associ-
ted systems that are envisioned as part of the ar-
hitecture for the tower/airport surface domain. It

focuses on the evolution of automation in ATCTSs.

The concept of operations (CONOPS) calls for inFhe evolution and expansion of data link services

tegrating arrival and departure services with aiin the airport environment was described in Sec-

port surface operations. Future tower and airpaibn 17, Communications. The airport architecture
surface capabilities include: is discussed in Section 28, Airports.

» Improved information exchange and coordiFigure 24-1 depicts the future ATCT architecture
nation activities, including expansion of datdor high-activity towers, which includes the fol-
link capabilities to more users at more airlowing components:

ports e Controller workstation networks

* Automation to enhance the dynamic planning Dedicated ATCT local area networks (LANS)

of surface movement, balancing runway de-
mand, and improving the sequencing of air-
craft to the departure threshold

Automation to improve the identification and’
predicted movement of all vehicles on the air-
port movement area, including conflict advi-
sories .

Safety and efficiency enhancements by plan-
ning an aircraft's movement such that a flight
can go directly from deicing to takeoff with-
out risk of requiring another deicing cycle
due to taxi delays .

Integration of surface automation with depar-
ture and arrival automation so that the arrival
runway and taxi route are optimally assigned
with respect to the gate assignment (Current

and projected areas of congestion on the sur-

for transferring data and information between
facilities

Enhanced next-generation information dis-
play systems (E-IDS5¥or consolidating sta-
tus and control devices in the tower cab

Upgraded tower display workstations
(TDWSs) for integrating tactical and strategic
decision support applications and facilitating
the addition of newer capabilities into tower
cabs

LANs in terminal radar approach control
(TRACON) and air route traffic control cen-

ter (ARTCC) facilities will communicate via

aeronautical telecommunications network
(ATN)-compatible routers over a wide area
network (WAN) with an ATCT LAN.

face, runway loading, and environmental conkow- and moderate-activity towers will have less
straints will also be taken into consideration.functionality and a limited number of display

Increased collaboration and information shafYP&S:
ing among users, service providers, and aixTCT Architecture

port management to create a more comple

Eontroller Workstations. The long-term goal of

|_
<
o

picture of airport demand. the tower architecture is to create a modular

The goal in the tower/airport surface domain is tavorkstation with three displays to present alpha-
improve the exchange of information not only beaumeric data, radar and weather information, and

1. E-IDS will be developed from the current Systems Atlanta Information Display System (SAIDS) and ASOS controller equip-
ment (ACE) functionalities.

JANUARY 1999 TOWER AND AIRPORT SURFACE — 24-1



NATIONAL AIRSPACE SYSTEM

Controller Workstation Legend
|:| Initial Automation
Configurable| f| Configurablel || Configurable|
Display Display Display I:l Future Enhancements
I
| Display Local Area Network
irport
| Lighting Status and
| Control
ATCT Local Area Network Upgrade
isi Tower
Enhanced e M o
Next- Spiay
Generation Interfacility Wide Area Network —, Workstation
Information
Distribution
System

Figure 24-1. Future Airport Traffic Control Tower Functional Architecture

communications access and control informatior24.1 Airport Traffic Control Tower Architec-
This basic workstation can be configured to thaure Evolution

specific needs of each type of controller positionrhe ATCT architecture includes the overlapping

Many positions in the tower cab do not requirgieps shown in Figure 24-2. Step 1 maintains all
three displays. Wherever possible, controllegrrently installed tower systems, including the

workstatlons_ will be configured to re_duce th%ajor ones purchased by regional or airport au-
number of displays. The clearance delivery posjnorities. The three subsequent steps will replace
tion, for example, might use a single display fogarious devices in the tower cab with new auto-
predeparture clearance (PDC) delivery informanation, integrating functions in the tower cab and
tion and for communications access and Contr(?hterfacing with the NAS-wide information net-

The local controller will likely have one displayork, described in Section 19, NAS Information
for airborne traffic, another for surface traffic, anthrchitecture and Services for Collaboration and

a third display presenting consolidated status angkormation Sharing.

control information. Some displays may.

incorporate touch-screen and/or voice recognitioh€ first improvement deploys the Airport Move-
capabilities to reduce the amount of heads-dowReNt Area Safety System (AMASS) and the ini-

time spent on keyboard and trackball data entry.t?""_I surface movement advisor (SMA) to high-ac-
tivity airports. AMASS detects and alerts tower

Automation Enhancements.Data and informa- controllers of actual and potential runway incur-
tion will be processed to provide new services anglons. Initial SMA, as defined for the Free Flight
improve existing services displayed on the tow@hase 1 Core Capability Limited Deployment
color display, which is suitable for high ambien{fFFP1 CCLD) (see Section 6, Free Flight Phase 1,
light conditions. New applications will include in- Safe Flight 21, and Capstone), provides a one-
tegrating and rehosting existing functions ontay feed of aircraft arrival, departure, and status
controller displays. information to ramp control operators.

NAS users outside the tower (such as airpofthe existing digital bright radar indicator tower
managers, airline dispatchers, and ramgquipment (DBRITE) displays will be replaced
controllers) who need access to NAS informatiohy the TDW displays procured under the Standard
will connect with the tower LAN and, whereTerminal Automation Replacement System
appropriate, over the interfacility WAN. Access tqSTARS) program (see Section 23, Terminal).
the WAN will be restricted by suitable dataAbout the same time, data link delivery of taxi
security and integrity precautions. clearances (DDTC) (the prototype currently being
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Figure 24-2. Airport Traffic Control Tower Architecture Evolution

evaluated in Detroit) is anticipated to be deployefiliture ATCT architecture. This step establishes a
nationally to provide new capabilities to thenationally managed maintenance program to im-
ATCT domain. E-IDS will be deployed to consol-prove configuration management and the coordi-
idate status and control devices in the tower cabpation and maintenance of the many nonstandard

A fully operational surface management syster'%).wer systems, including those purchased by re-

(SMS), which evolved from the Atlanta airportglonal or airport authorities.
prototype of the SMA, will be installed at high-
activity airports. An upgraded TDW will be im-
plemented in high-activity towers, which will en-
able controllers in those towers to monitor bot

surface and airborne traffic via an integrated su i -
veillance display, configurable to the particula?em that provides tower controllers the capability

needs of the control position in the tower. (Som® réceive and disseminate locally determined air-
positions may still use two situation displays—POrt information, including weather and airport
one configured for surface and another configuredfivisories. Itis installed in more than 200 ATCTs

for airborne.) Subsequent sections describe thedgd 25 associated TRACON facilities. SAIDS is

including some ARTCCs, regional FAA offices,

The following paragraphs present the tower anfight service stations, military air bases, and non-
airport surface architecture evolution in more deyovernment facilities.

tail. The architecture diagrams show the content

of each step in a logical or functional representghese systems were not installed under a national
tion without any intention of implying a physicalprogram, and all maintenance is performed
design or solution. through commercial contracts. A mission analysis
_ _ _ is currently underway to investigate the upgrade
24.1.1 Airport Traffic Control Tower Architec- ot sAIDS to NAS standards, establish configura-
ture Evolution—Step 1 (Current-2002) tion control over the system, recognize it as an of-
Figure 24-3 illustrates the first step in the evoluficial FAA program, and integrate it into the
tion from the current ATCT architecture to theFAA's overall NAS maintenance program.

The immediate problem addressed in this step is
establishing a NAS-level maintenance program
or the Systems Atlanta Information Display Sys-
éem (SAIDS). SAIDS is a proprietary display sys-
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Figure 24-3. Airport Traffic Control Tower Architecture Evolution —Step 1 (Current-2002)

AMASS provides alert information to controllersData from all local weather sensors/processors
of potential conflicts between arriving aircraft andterminal Doppler weather radar (TDWR), low-
surface traffic or between aircraft and vehicles oevel windshear alert system (LLWAS), runway
the surface via audible cautions and warning atisual range (RVR), automated surface observing
visual information superimposed on the airporgystem (ASOS), and the airport surveillance ra-

surface detection equipment (ASDE-3) display ifar—model 9 (ASR-9) weather channel) will begin
ATCTs. to be available from the TRACON-installed inte-

grated terminal weather system (ITWS) at 45
AMASS is scheduled for deployment to 34 highhigh-activity airports. From these sources, ITWS
activity airports. Prototypes are currently installeaill provide both tower and terminal service pro-
at Detroit and St. Louis. AMASS requires a oneviders with a set of airport weather products, in-
way interface to receive data from the termindfluding warnings of the most severe forms of
automation system. AMASS processes surveilVindshear, turbulence, thunderstorm, heavy snow,
lance data from the terminal automation systeff'd @rcraft icing potential hazards (see the dis-
(automated radar terminal system (ARTS) and/@GHSsion on weather systems in Section 26, Avia-

STARS), ASDE-3, and the airport surveillance rat-Ion Weather).

dar-model 9 (ASR-9) to define the position, diréCr,nsmission of taxi clearances via data link (the
tion, and velocity of all airport targets. DDTC prototype is currently being evaluated in
Detroit) is expected to be deployed nationally.
During this transition period, PDCs and digital
Qutomatic terminal information services (D-ATIS)

A redefined initial SMA will be implemented as
part of FFP1 CCLD to achieve early benefits t

ATC and NAS users by providing a form of lim-yy - continue to be provided over the aircraft
ited collaborative decisionmaking capability. Spe-

< b : communications addressing and reporting system
cifically, initial SMA for FFP1 CCLD will pro- (ACARS) via ARINC.
vide aircraft arrival information through the ter-

minal automation system (ARTS and/or STARSPDC assists the tower clearance delivery special-
to airline ramp control operators. ist in composing and delivering departure clear-

ances. The automatic terminal information service

During this step, TDW displays procured undefATIS) equipment enables controllers to formu-
the STARS program will begin to replacelate ATIS text messages for delivery. The ATIS
DBRITE displays. text messages are then delivered to flight crews
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Figure 24-4. Airport Traffic Control Tower Architecture Evolution —Step 2 (20032005)

via ACARS data link. An ATIS automatic voicetem for additional airports that do not have
generation function produces spoken broadca#A®SE/AMASS is expected to begin.

using a synthesized voice to read the ATIS Me%he first increment of local data-sharing services

sage. will enable all intrafacility systems to share com-

24.1.2 Airport Traffic Control Tower Architec- ~ MO" data.

ture Evolution—Step 2 (2003-2005) 24.1.3 Airport Traffic Control Tower Architec-

Figure 24-4 depicts the transition during Step dure Evolution—Step 3 (2006-2007)
The TDW will have replaced most remainingThis step begins the enhancement of the local in-
DBRITEs. formation services in preparing for the NAS-wide

. . information network, upgrades the TDWs, and
E-IDS will be implemented to reduce the numbe|F1itiates a next-generation SMA called a surface

of displays and data entry devices. E-IDS uses ?ﬁhnagement system (SMS) (see Figure 24-5).
open system architecture to integrate the function-

ality of SAIDS and ASOS controller equipmentAs local legacy systems are replaced or new sys-
(ACE), centralize the status indicators and contréms developed, commercial data base manage-
of airport lighting systems, eliminate multiplement systems will be used where applicable and
manual panels scattered throughout the tower cdBodels of information for all systems will be
E-IDS will increase the timeliness and quality opased on managed data standards. The NAS-wide
weather, traffic, and system status data for serviggformation network will evolve from local infor-

providers as well as the quality of services for ugnation data exchange to interfacility information
ers. exchange. Structured data will be accessible by

o external applications. The NAS information net-
Based on lessons learned from initial SMA, usekgork will provide information to both users and
and service providers will determine whether naontrollers, taking into account necessary security
tional deployment is beneficial. po"cies and precautions_

New runway incursion reduction capabilities willHigh-activity towers will begin to receive an up-
be implemented to help reduce the possibility ajraded TDW that will accommodate selected ad-
traffic conflicts; this includes additional surveil-ditional data entry and display. The TDW will be
lance, ATC tools, signage, lighting, new proceused to display a mixture of terminal and surface
dures, and increased training. The installation ofiaformation (see Section 23, Terminal). Tower
new surface surveillance/conflict detection syssontrollers will be able to monitor both surface
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Figure 24-5. Airport Traffic Control Tower Architecture Evolution —Step 3 (200622007)

and airborne traffic via integrated surveillanc€SDP), which was described in Section 23, Termi-
displays, configurable to the particular needs afal. Surveillance data from all sensors and sys-
the control position in the tower. Surface traffidcems covering airborne and surface vehicles will
will be displayed with a perimeter “look-ahead’be fused, creating a track file for use by all auto-
for airborne traffic. Airborne traffic may be dis-mation functions. This front-end surveillance pro-

played with an inset for runway and adjacent taxeéessor function will produce a synergetic surveil-

way activity. lance data base, permitting automation functions

A next-generation SMS will be deployed at set-h"?‘t use *best quality” surveillance data for spe-
ific purposes.

lected high-activity airports. The exact features Jf

SMS have yet to be defined, but it will include enThe introduction of the Local Area Augmentation
hanced decision support to aid movement seystem (LAAS) for the Global Positioning Sys-
quencing and scheduling in conjunction withem (GPS) and automatic dependent surveillance
TRACON operations. (ADS) data will greatly increase the accuracy of

mate tower-generated information for transmiscraft traffic

sion to aircraft via data link. The TDLS interfacesl-he enhanced SMS will be fully integrated into

with sources of local weather data and flight datf,?1e automation platform provided by the TDW
and provides PDCs and D-ATIS. upgrade for surface planning and monitoring. The
24.1.4 Airport Traffic Control Tower Architec- ~ SMS will contain information on environmental
ture Evolution—Step 4 (2008-2015) and operational conditions at the airport and send
updates to the NAS-wide information network.
he SMS and NAS-wide information network in-
form service providers of all arrival, surface, and
%i’eparture schedules. The systems also interface
d ai €I&yith surface and airborne surveillance informa-
;OL{Sé and airport emergency centers (see Flgu[rign’ flight information, weather, and traffic man-
-6). agement systems. This data sharing at the airport
In the far term, ATCT surveillance will be pro-allows service providers to coordinate local oper-
vided by the all-digital system that was developedtions with airline ramp and airport operators, im-
from the terminal surveillance data processgroving airport operations. SMS will integrate

Early in this step, airports will have access to t
NAS-wide information network to provide com-
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Figure 24-6. Airport Traffic Control Tower Architecture Evolution —Step 4 (2008-2015)

planning functions, providing an expanded conconveyed by voice will be implemented and may
formance monitoring and probe function thabe transitioned to the tower domain depending on
could data-link an alert directly to the cockpit.  their success. A ground-based processor will re-
. . .ceive a downlinked request from the flight deck,
All these automation systems will support monlE:ompile the requested information, and uplink it

toring, romtmngo,l a.rllldbtm;'r;ﬁ .Oft alrctra(l;t S.Ltjr:f"’;ﬁeto the aircraft for display. Next, data link will fa-
movement and will be Tully integrated wi Ecilitate the downlink of weather and aircraft state-
flight data, traffic management, and local weath

i ) &nd-intent information to improve the prediction
system functions. Surface map displays of autq

! apabilities of decision support and weather sys-
mated surface movement safety and guidance b PP y
formation will be available in both the tower an

cockpit to enhance coordination. 24.2 Summary of Capabilities

Flight data processing will be integrated withThe summary of the tower/airport traffic handling
real-time tower operations. Conflict detection willcapabilities is depicted in Figure 24-7. These ca-
be available for integrated terminal and surfaggabilites will be enhanced by removing con-
operations; the information will be displayed instraints to aircraft movement, from gate pushback
towers and TRACONSs. Finally, improved meterto the runway and from landing rollout to the
ing, sequencing, and spacing aids will be used fgate. Airport surface movement operations and
arrivals and departures, which will increase airfnformation exchange coordination will be facili-
port capacity and improve surface operations. tated by the expanded use of data link capabilities
nd the incorporation of cockpit avionics (e.g.,
PS/automatic dependent surveillance broadcast
ADS-B)) to display airport surface position and

|_
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Data link services in the tower/airport domai
will evolve from services developed for the e

route and terminal domains. Thus, until this step, . LA ) : :
data link services continue to involve only the u cher trafflc_. Th'.s will provide cockpit CTews with .
link of information to aircraft and require no repl mproved situational awareness and conflict advi-

. sories so that they can conduct all-weather, low-
from the flight deck. visibility taxi operations. The NAS will also fea-
As data link evolves, the capability for controllerture enhanced decision support tools designed to
pilot dialogue to communicate strategic and tactimprove planning of airport surface movement,
cal air traffic service messages that are currentbalancing runway arrival/departure demand, and
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information to local AOCs at larger airports

Assists controller in composing and delivering departure and taxi clearances via ACARS data link

Figure 24-7. Tower and Airport Surface Capabilities Summary

sequencing of aircraft by performance type to the Integrating automated operations related to
departure runway. flight data processing, tactical conflict detec-

The integration of tower/surface automation with

tion, and improved spacing and sequencing

the terminal arrival/departure automation systems Increasing efficiency of controller tasks, such

will also help relieve congestion at the runway as departure clearance services, flight plan
threshold by integrating runway demand with op- data access, and landing and taxi control op-
erational capability to handle the airborne and erations

surface traffic load.

» Allocating roles and responsibilities for col-

24.3 Human Factors laborative controller planning and decision-

Human factors efforts in developing prototypes,

making under various system constraints and
alternatives.

conducting simulations, assessing human-system
performance against baselines, integrating work4 .4 Transition

stations, and training for new systems include:

Figure 24-8 depicts the transition to the ATCT ar-
Designing new automation interfaces forchitecture. For a significant period, the current
tower controller traffic management tasksATCT systems will be sustained. The E-IDS will
such as monitoring, routing, and timing surbe deployed to consolidate status and display de-
face movement vices in the tower cab. All high-activity towers

_— will be equipped with IDS, followed by installa-
Establishing methods and procedures for nepy = IqDSppin moderate-activity tov)\;ers. The

enabling technologies, such as voice recognion activity towers will receive the upgraded

tion and syn'Fhetic voice,_t_o reduce. controlle_ﬁ-DW which will integrate the platform for the
head-down time and facilitate routine repet'?najority of applications in ATCTs

tive tasks

Designing the human interface for integrated4-> COSts

displays of information related to weatherThe FAA estimated costs for facilities and equip-
surface movement, arrival and departureent (F&E), operations (OPS), and research, en-
management, and system status gineering, and development (R,E&D) for the
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Figure 24-8. Airport Traffic Control Tower Architecture Transition

tower automation architecture from 1998 througB4.6 Watch ltems
2015 are presented in constant FY98 dollars i'X

Figure 24-9. This excludes costs associated wimTOWer and Airport Surface program (€.g., auto-

, ation, information display system (IDS),
DBRITE replacement in the STARS program (segpyys) is needed. The ATCT enhancements are

Section 23, Terminal), LAAS landing systemsyighly dependent on developments in other do-
(see Section 15, Navigation, Landing, and Lightmains. The FAA recognized the need to assess its
ing Systems), or weather systems (see Section 2ility to implement and integrate the DSSs on

Aviation Weather). the tower displays, and that there is yet to be any

|_
<
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1998 Constant Dollars
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Figure 24-9. Estimated Airport Traffic Control Tower Automation Architecture Costs
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commitment made to implementing these capabil-
ities. Surface movement guidance and control re-
quire significant integration to provide the needed
services without distracting from the need to keep
most of a controller’s workload focused on visu-
ally observing traffic.
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25 HIGHT SERVICES

FAA flight service stations (FSSs) provide accuvices (for a fee) in the near term. As pilots be-
rate and timely aviation weather, aeronautical ircome more self-reliant, the number of specialist-
formation, and flight planning assistance to conprovided, preflight transactions (briefings and
mercial, general aviation (GA), and occasionallflight plan filings) will decline. The rate of de-
military pilots. Most military flight plans are en- cline cannot be predicted, but GA use of direct
tered into the NAS by military base operationsiser access terminal (DUAT) service has grown
(MBO) interfaces with FSSs. Disseminating thisteadily. In addition, the trend for states to con-
information is critical to safe and efficient operatract with commercial vendors to supplement
tion of the NAS. Functional enhancements inFSS-provided services is likely to continue.

clude the following capabilities: _ _ _ _
_ -~ _ _ 25.1.1 Flight Services Architecture Evolution-
* Increase pilots’ ability to access informationge 1(1998)

via automation sources, both prior to fIightC v, fliah . ided i .
and while airborne urrently, flight services are provided to pilots via

- o any one of the 61 automated flight service station
* Enhance the ability of FSS specialists to UtitAFSS) facilities or remotely via the DUAT ser-
lize current information (i.e., notices to air-yice in the continental United States. Addition-

men (NOTAMs) and hazardous weatheglly, 14 manual FSS facilities are located in
advisories) when briefing or assisting pilots aj|aska.

* Modernize communications while retainingrhe flight service automation system (FSAS)
in-flight voice services and associated infrayjodel 1 Full Capacity (M1FC) system was de-
structure as a governmental function ployed in the late 1980s. The FSAS consists of:

* Provide access to a NAS-wide information
network for obtaining and distributing flight-
specific data and aeronautical information

Two aviation weather processors (AWPSs) that

supply a uniform set of global flight planning

and alphanumeric weather data

* Provide interactive aids that improve the
user’s ability to execute flight plans, thereby
facilitating a more collaborative role for users
in obtaining NAS information, such as speciat User access to weather briefings and flight
use airspace (SUA) status, and traffic density ~plan processing via DUAT service.

« Standardize domestic and international flighf\s the original FSAS system offered limited ca-
and weather information. pabilities, it was later augmented with a graphic
In the future, the responsibility for NAS flight\’veat.her display system (GWDS) and the_ DUAT
services will be shared between the governmea'lervIce to sup_plement pilot access to the informa-
and the private sector. Efforts are currently unde on available in the FAA automation systems.
way to further define the services provided bgZurrent preflight and in-flight service functions

FSS specialists and the private sector. include:

Approximately 1,500 flight service position
consoles used by FSS specialists

25.1 Flight Services Architecture Evolution * Filing instrument flight rules (IFR), visual

Today, pilots can obtain services directly from an flight r_ules (VFR), and de_fense (military) vi-
FSS via telephone or by using personal computers sual flight rules (DVFR) flight plans

to obtain weather and preplanning services from Providing VFR flight following, and initiat-
commercial or FAA systems. A number of states ing and coordinating search and rescue (SAR)
and localities provide this arrangement via self- activities

service kiosks, which provide remote, automated
access to everyone, as well as convenient on-air-
port access by pilots. Commercial enterprises widl Providing user access to weather briefings
continue to be active in providing preflight ser- and flight plan processing via DUAT service

Providing broadcast messages
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« Flight Planning
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+NOTAMs En Route Destination

* WX Brief

Figure 25-1. Flight Services Architecture—Step 1 (1998)

* Disseminating NOTAMs with a graphical user interface, enabling auto-
* Processing and disseminating pilot reportrs,n‘r’lte.d information retrieval while enhe_mcmg pro-
Cessing and storage performance. Initially, OASIS

(PIREPS) : - )
provides greater coordination and checking of
* Providing emergency services flight plans with the Host/oceanic computer sys-

» Providing other services as requested. tem replacement (HOCSR).

Figure 25-1 depicts the current flight services arthe FAA is undertaking an initiative called Safe
chitecture. The ensuing architecture discussidrlight 21 to demonstrate and validate an inte-

addresses changes within the FSAS structure. grated set of capabilities leading to Free Flight.
An overview of Safe Flight 21 is provided in Sec-

25.1.2 Flight Services Architecture Evolutior- tion 6, Free Flight Phase 1, Safe Flight 21, and
Step 2(1999-2005) Capstone. Flight information services (FIS) trans-
Almost immediately i Step 2, the Operationalmits noncontrol information such as weather data,

and Supportability Implementation System (OANOTAMs, and SUA information. Safe Flight 21
SIS), a new commercial-off-the-shelf (COTS)_demonstrann va_hdatlor_]s_(DEMVALs)_ for FIS
based capabilities system, will replace the exis@nd weather services will involve specific opera-
ing AFSS automation (i.e., FSAS). OASIS wiltional improvements fqr different aircraft types
allow pilots to self-brief and to file flight plans di- 0Perating at various altitudes under IFR and VFR
rectly. For those pilots unable to self-brief or whdight plans. The DEMVALs will also include the
require direct contact, flight service specialist§nPact of FIS/weather data link on air traffic con-
will be available. OASIS will be provided as aglrol procedures, pilot-controller responsibility for
leased service and includes a reliable, open sy§vere weather separation, and collaborative deci-
tems compliant hardware and software systefionmaking. Weather support to Safe Flight 21

configuration. Figure 25-2 illustrates the near¥ill be provided by the weather and radar proces-
term, Step 2 architecture for flight services. sor (WARP) and OASIS and tailored in accor-

. o ~ dance with each DEMVAL.
OASIS contains significant computer-human in-

terface (CHI) improvements that provide stanAs pilots become more self-reliant and depend
dardized products to both the specialist and the péss on direct contact, in-flight services (e.g., in-
lot. The existing FSAS display will be replacedlight weather support, VFR flight following, and
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OASIS

- Exchange of flight plan .
information with Host Air-Ground

+ DUAT service incorporated into AFSS
OASIS

Figure 25-2. Flight Services Architecture—Step 2 (19992005)

search and rescue support) will ultimately becomé&ccess to and retrieval of flight planning informa-
the principal focus of the flight service specialist.tion will be continuously available to users and
service providers via the NAS-wide information

Late in the period, enhanced local informatiometwork. The following information will be avail-
sharing will be implemented in OASIS to providegple:

data storage and data sharing according to the c SUA
NAS-Wide Information Service (see Section 19, current status
NAS Information Architecture and Services for  Current NAS infrastructure status

Collaboration and Information Sharing). » Predictions of traffic density based on the cur-

rent flight trajectories filed and active in the

25.1.3 Flight Services Architecture Evolutior- system

Step 3(2006-2015) o
. Current or planned route structure revisions
Retrieval of information in AFSSs will be quicker needed to alleviate demand imbalance or

as the ability to exchange information with other avoid hazardous weather.

facilities matures by the middle of Step 3 (segy the middle of Step 3, flight service automation

Figure 25-3). In this step, flight plans will be re--> ) . .
placed by the flight object (see Section 19 for ady'” be fully integrated into the NAS-wide infor-

ditional details about the flight object). The flightMation network (see Figure 25-3). Access to

object contains the pilot's known flight path oflight planning and flight filing information by us-

profile, the discrete identification code, and all inSrs will be via this network. FSS specialists will

formation necessary to initiate SAR if neeoleolorovide information to aircraft in flight, as neces-

This information is available throughout the>2": predominately via data link.

NAS. For aircraft equipped with satellite navigaConnectivity between the AFSS and other facili-
tion systems and using ADS-B, the NAS-wide inties will migrate to the NAS-wide information

formation network will have the capability to au-network. The integrated communications switch-
tomatically identify a successful landing, close &g system (ICSS) infrastructure will transition to
flight plan inadvertently left active in the systemgigital technology and the voice switch replace-
or provide last known position ment system (VSRS). Air-ground voice commu-

JANUARY 1999 FIGHT SERVICES — 25-3

|_
<
o




NATIONAL AIRSPACE SYSTEM

[ ATCT \

AFSS
TRACON
ARTCC

* Host

+ WARP
ATCSCC
+HOCSR
AOC

* Pilots
» Commercial

Service Providers

Federal Agencies
Law Enforcement Org.
Military Base Ops. (AIS) -
Rescue Coordination Ctr. NAS'W!de
Foreign ATC Informanan
NORAD Networ
oae OASIS
e T T T -_ 0 0@
Flight information object
processing done at an
ATC facility 0ASIS
Workstation
Functional Enhancements ICSS
NAS data base standard e FSS
O ata base stanaar o Air- Upgrade
implemented locally Air-Ground (NEXCOM) NIM
» NAS-wide information sharing of Processing
flight sewice data AFSS
+ Digital air-ground

Figure 25-3. Flight Services Architecture—Step 3 (20062015)

nications will be provided via the next-generationteria for implementing the time-based trajectory
air-ground communications system (NEXCOMJlight profile (flight object) that will eventually
operating in analog mode. Transition to digitateplace the flight plan.
mode will depend on user equipage (see Section o
17, Communication). 25.2 Summary of Capabilities

. _ . OASIS replaces obsolete FSAS equipment and
As the flight plan is formulated, the planner willsoftware. It also incorporates the functionality of
reference the network data base for informatio§yAT service and GWDS. Commercial enter-

about current and predicted weather conditiongyises will likely continue to be active in provid-
traffic density, restrictions, and status of SUAsng preflight services for a fee.

When the flight plan is filed, it is automatically _ _ o
checked against actual and predicted NAS condiith full implementation of the NAS-wide infor-

tions. Potential problems will be displayed autotation network, NAS users everywhere can ac-
matically to the planner or user and flight plan a/c€ss distributed data bases of weather, NOTAMs,

ternatives will be provided. SUA information, and the flight object. By virtue
of making the distributed data bases readily ac-
During the middle of Step 3, flight service re<essible, this network greatly enhances various
search efforts will be implemented as OASIS i§SS functions such as route de-conflicting, self-
upgraded. These tools include decision suppdetiefing, and SAR services. In this flight services
systems (DSSs) to assist preflight planning arafchitecture, users and providers rapidly acquire
suggest alternate routes in the event of hazardcay information they need, and flight services be-
weather, conflicts with SUA use, and in responseome a shared responsibility of the flight service
to NOTAMs and other NAS constraints. Researcgpecialist, the pilot, and commercial vendors. Fig-
initiatives realized during this period involve im-ure 25-4 summarizes the evolution of flight ser-
provement of SAR support services by incorpo¥ices capabilities.
rating aircraft identification and position received
from an emergency locator transmitter (ELT), ref2>-3 Human Factors
erenced to the Global Positioning System (GP$Jight service functions are not expected to
into NAS data bases, enhancing SAR supporthange dramatically as new information automa-
Other research efforts will help determine the cridion systems are put into service. However, there
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OASIS 10C replaces aging FSAS equipment (M1FC and GWDS)

DUAT service contract ended— functionality incorporated into OASIS

Phase Out
DUAT
Service

OASIS networked locally (and to other OASIS sites)

NAS-Wide
Information
Sharing

Local
Services

OASIS and AFSS integrated into external network

Figure 25-4. Flight Services Capabilities Summary

will be a change in the specialists’ focus toward
providing services to those without direct access
and those needing additional assistance. While
the introduction of OASIS is expected to imprové

the human interface and eliminate many of the
problems encountered with the current system,
future systems will provide flight service special-

ists and users with enhanced situational awarg-
ness by increasing the quality of service provided.
The human factors effort will ensure that special-
ists have the required information displays and
distribution tools, training, and procedures to en-
hance flight services. This effort will focus on: *

* Improving automation capabilities for pilots
to receive and use critical flight and weather

information from multiple NAS facilities, es-
pecially when airborne

Designing information displays and distribu-
tion methods and procedures to increase pi-
lots’ (and flight service providers’) situational
awareness and interpretation of available data

Coordinating human factors standards for dis-
play and distribution among international ele-
ments to harmonize aeronautical information,
flight trajectory data, and traffic density

Conducting simulations to devise procedures
(and training) for real-time trajectory infor-
mation updates for improved traffic predic-
tion and management

08 99 00 0 0 0 04 0 0]¢ 0 08 09 0 4
Phase 1 Phase 2 Phase 3
Step 1] Step 2 [ Step 3
DUATS
OASIS

OASIS VT

M1FC

GWDS
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State and Local Subsidized Services: Preflight Weather Briefings and IFR and
VFR Flight Plan Filing (Modest Growth as State Initiatives Expand)

Commercial Providers: Preflight Weather Briefings and IFR and VFR Flight Plan Filing (Modest Growth Expected
as Value-Added Providers Add Products and Improve Access)

Figure 25-5. Flight Services Transition
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Figure 25-6. Estimated Flight Services Automation Costs

Designing error-tolerant decision support FSAS is fully integrated into the NAS-wide
tools and interactive aids that facilitate user information network.

collaboration in obtaining and using NAS

flight planning and flight profile information. 25.5 Costs

The FAA estimates for research, engineering, and

25.4 Transition development (R,E&D); facilities and equipment

The flight services transition is depicted in Figur
25-5. The major transition milestones are:

F&E); and operations (OPS) life-cycle costs for
ight services from 1998 through 2015 are
presented in constant FY98 dollars in Figure

Existing M1FC/GWDS is replaced by OA-25'6'

SIS 25.6 Watch Items

DUAT service is phased out as its functionallmplementation of OASIS will enhance pilots’
ity is incorporated into OASIS. ability to self-brief and file flight plans directly,

which will require a reevaluation of the roles and
Local information services are enhanced. responsibilities of FSS specialists.
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26 AVIATION WEATHER

Weather information services are critical to NASlition, communications enhancements (i.e., flight
safety and efficiency. According to the Nationalnformation services (FIS) data link) will improve
Research Council (NRC) repbron Aviation the data exchange between the ground and the
Weather Services, from 1988 to 1992 one-fourtbockpit.

of all aircraft accidents and one-third of fatal acci- . )

dents were weather-related. The 1996 Nall R&S-1 Weather Architecture Evolution

por states that 69 percent of all weather-relatebthe NAS weather architecture optimizes the ca-
general aviation (GA) accidents resulted in fatalipability to collect and process weather data, pro-
ties. The 1997 Aviation Capacity Enhancemenvide current and forecast conditions of hazardous
Plan reveals that from 1992 to 1996, advergand routine weather, and disseminate that infor-
weather was a major factor affecting NAS capadnation in text and/or graphical formats to all NAS
ity, accounting for 72 percent of system delaygsers and service providers. NAS users include
greater than 15 minutes. pilots who receive preflight and in-flight weather

nformation, flight planners, air traffic control

Aviation weather capabilities in the NAS mus L -
; . ATC) specialists, airline and vendor meteorolo-
undergo major changeghe changes will convert . - . . .
gists, and airline dispatchers. Service providers

today’s weather architectureconsisting of sepa- : :
. ’ include ATC personnel, traffic flow managers,
rate, stand-alone systemto one in which future . : T : N
nd flight service specialists. This capability en-

weather systems are fully integrated into the NA% nces safety and capacity by bromoting common
under the weather server concept (single-source Y pacity by p 9

data shared with all systems). The weather arct?i'—uatlonal awareness.
tecture evolves further as it progresses from Ehe NAS weather architecture features an evolu-
“weather server” concept (serving primarily thdion to fully integrated systems enhanced by the
en route and terminal domains) to one that supiaturation of the NAS-wide information service

ports all NAS users, with the implementation ofsee Section 19, NAS Information Architecture

the NAS-wide information service. Integrationand Services for Collaboration and Information
into this information exchange allows the weathe$haring).

architecture to exploit communications enhancgag \eather architecture systems are catego-
ments and provide near simultaneous delivery o

ed as either (13ensorsand/ordata source®r
weather data and products to both users and saj processing(?nd displaysystems In some
vice providers.

cases, a system will process and display data and
As a result, NAS providers and users receive ttaso be the source of weather data for other NAS
same hazardous weather information (with sysystems (e.g., ITWS). The four-step evolutionary
tem-tailored depictiondimultaneouslyenhancing process for implementing the NAS weather archi-
common situational awareness. This facilitatei®cture is discussed in Sections 26.1.1 through
collaborative decisionmaking for traffic flow 26.1.4.

managers, controllers, flight service specialists, ) )

and pilots. This is accomplished by two newt6-1.1 Weather Architecture Evolution—Step 1
weather systems that convert multiple sources 6§998)

“raw” weather data into meaningful information:The current weather architecture is depicted in
the integrated terminal weather system (ITWSjigure 26-1. This diagram and the following
and the weather and radar processor (WARR)eather architecture diagrams are generic depic-
These systems act as weather servers providitigns of NAS facility/subsystem connectivity. In
information to other subsystems and users. In atihe upper left section of the diagram are the
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1. “Aviation Weather Services, A Call for Federal Leadership and Action,” National Aviation Weather Services Committee, Aero-
nautics and Space Engineering Board, Commission on Engineering and Technical Systems, and National Research Council
Report, National Academy Press, Washington, D.C., 1995, p 10.

2. Nall Report, Accident Trends and Factors for 198Be Aircraft Owners and Pilots Association Air Safety Foundation, 1996,

p. 13.
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Figure 26-1. Weather Architecture Evolution—Step 1(1998)

weather sensors that collect the raw data. At tlgeenerates and sends lightning activity messages to
lower left section of the diagram are the outsid@WOS and ASOS for reporting use.

?genctl_es ihihprﬁ\gg?t;hel\lm?p”?’vaf V\t/ﬁathser Mhe next-generation weather radar (NEXRAD)
ormation to the € National Vveather Ser- provides a variety of weather data, in the areas

vice (NWS) and the National Environmental Sat: - - o
eliite, Data. and Information Service (NESDIS)Covered’ including layered radar reflectivity data

X : ssociated with severe weather such as tornados
The NWS and NESDIS are of_flces of the.Nathnaind hail, areas of precipitation, wind speed and
Oceanic and Atmospheric  Administration

(NOAA). In the center of the diagram are théjwectlon, and turbulence.

weather switches, which the FAA uses to trang-he ground-based low-level windshear alert sys-
port data. The weather processors are also iigm (LLWAS) and the terminal Doppler weather
cluded in the center section. Finally, on the righiedar (TDWR) detect localized windshear phe-
side of the diagram is the ultimate user of theomena such as microbursts, while windshear de-
data. In the diagrams, the flow of weather data i€ction systems on commercial jetliners provide
from left to right as it moves into and through théirborne detection. In the terminal area, thunder-

NAS. storm information can be inferred from TDWR
and by primary airport surveillance radar (ASR),
Sensors and Data Sources as well as by NEXRAD. In the en route environ-

Weather data are obtained from ground—baséﬁem’ v_veather radar_data from NEXRAD, pri-
ary air route surveillance radar (ARSR), and

sensors, aircraft sensors, and commercial vendofs: . o .
Surface observations are generated manually gﬁrDN are used to provide this information.
observers or automatically by the automateNOAA support includes observations (surface
weather observing system (AWOS) and autand aloft), aviation advisories such as significant
mated surface observing system (ASOS). Theeteorological information (SIGMET) and air-
AWOS data acquisition system (ADAS) collectsmen’s meteorological information (AIRMET),
processes, disseminates, and archives obserterminal and en route forecasts, radar data, and
tions from AWOS and ASOS for local and nasatellite data. The National Center for Environ-
tional distribution. Using data from the Nationaimental Prediction (NCEP) is a collection of NWS
Lightning Detection Network (NLDN), ADAS centers that are responsible for atmospheric
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model development and forecast output. NCEP3, Terminal). Three terminals (Dallas-Ft. Worth,
models provide analyses of current weather aMemphis, and Orlando) currently have an ITWS
forecast weather parameters such as wind aptbtotype. National implementation of ITWS will
temperatures aloft, which are required by NA®egin in Step 2, providing short-term forecasts of
users. The NWS distributes the data to vendotsrminal-impacting weather to controllers in
who provide these data to the FAA. TRACONS and towers.

The NWS’s Aviation Weather Center (AWC) usest the Air Traffic Control System Command Cen-
a computer model to generate forecasts of aviger (ATCSCC), weather data are obtained from
tion hazards such as icing. The AWC workshe aircraft situation display (ASD), NEXRAD,
closely with both the FAA Aviation Weather Re-and command center WARP briefing terminals.
search (AWR) Program and air traffic operationklight service specialists use the flight service au-
to improve forecasting tools. The AWC’s foretomation system (FSAS), consisting of the Model
casts of aviation-impact variables (icing, turbui Full Capacity (M1FC) (see Section 25, Flight
lence, and convective activity) mitigate the effecervices) plus the interim graphic weather display
of hazardous weather on the NAS. A large portiogystem (GWDS).

of weather data used within the NAS is produced o

or collected by NOAA (i.e., NWS and NESDIS).The weather message sw_ltchlng center replace-
Additionally, most third-party weather productsent (WMSCR) is the primary NAS interface

find their origins in NWS-provided data and modWith the NWS telecommunications gateway
els. (NWSTG) for the exchange of aviation alphanu-

_ _ _ meric and limited gridded weather products.
The FAA uses terminal weather information fofyMSCR collects, processes, stores, and dissemi-
pilots (TWIP) to provide commercial pilots with nates aviation weather products to major NAS

direct access to limited weather information vigystems, the airlines, and international and com-
the aircraft communications addressing and renercial users.

porting system (ACARS) data link. This enables _ o
p”ots Of equipped aircraft to VieW a rough dep|cWMSCR a|SQ pl’OVIdQS Storage and dIStI’Ibutlon Of
tion of hazardous weather that is similar to thdomestic notice to airmen (NOTAM) data and re-
ones displayed to the tower and the terminal radifeval of international NOTAMs through the
approach control (TRACON) controllers, greatlyconsolidated NOTAM System. WMSCR receives
improving common situational awareness. cuiveather and NOTAM information from the DOD
rently, TWIP is available only from TDWR sites. Via the Automated Weather Network (AWN); se-
vere weather information from AWC; observa-
Processing and Display tions from ADAS and the U.S. Air Force’s auto-

Weather information is processed and displayéﬂated weather information distribution system
in the various ATC facilities through separatéAWIDS); international data via the aeronautical
weather systems. In air route traffic control cerfixed telecommunication network (AFTN), and
ters (ARTCCs), these include the WARP Stage \§eather information from WARP and FSAS
and the NEXRAD principal user processor, whiclrough the aviation weather processor. The WM-
are used by meteorologists in center weather s&CR is also an integral part of the operational al-
vice units (CWSU) and traffic management unit2hanumeric product backup for the NWS's auto-
In control towers and TRACONS, informationmation of field operations and services (AFOS)
from TDWR, LLWAS, and ASOS are usua"ycommunications network when the NWSTG is
provided on separate displays. Some integratidfpnoperational.

f weather data int tomation tem rrent . .
gxist(?sa a: ?haéahc); ago?npitgr ?rlicisssecsu A?R .1.2 Weather Architecture Evolution—Step 2
weather data that are displayed in two intensil@}ggg_zooz)

levels to en route controllers (see Section 21, Efhe weather architecture completes the deploy-
Route). Additionally, the automated radar termiment of two major systems during this time pe-
nal system (ARTS) displays ASR reflectivity dataiod, WARP and ITWS (see Figure 26-2). WARP
to TRACON and tower controllers (see Sectiowill undergo software upgrades and produce re-
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Figure 26-2. Weather Architecture Evolution—Step 2 (19992002)

gional and national mosaics of NEXRAD dataTDWR upgrades include improvements to gust-
These mosaics will be displayed on display sy$ront algorithms and equipment modifications.
tem replacements (DSRs) to controllers. WARP o

will also interface with the Operational and Sup#S Part of the NAS modernization schedule, the
portability Implementation System (OASIS) and™AA will implement Free Flight Phase 1 Core Ca-

NAS automation systems, such as the User Rg@bilities Limited Deployment (FFP1 CCLD) as a

quest Evaluation Tool core capability limited delisk-mitigation effort for subsequent national de-

ployment (URET CCLD) and the Center TRA_ponment of various automation systems designed

CON Automation System (CTAS) traffic manage-tO provide user benefits. WARP will support

ment advisor (TMA). ITWS will be implemented URET CCLD by providing forecasts of gridded

during this period and provide enhanced termin:‘a’ffmd and temperature data fields for trajectory

alculations. Other FFP1 CCLD automation sys-
weather data forecasts to tower and TRACO ms requiring weather data include the CTAS

. . _T)?—'AST used by terminal controllers and traffic
at 45 TDWR-equipped airports. ARTCC traﬁ'cmanagers, and the TMA used by en route control-

managers will have an ITWS situation display eNers and traffic managers. WARP Stage 3 imple-
abling them to track storm activity at major air-

. Rt i mentation will be accelerated to provide this sup-
ports and to facilitate coordination with the TRA'port.
CONs and major hubs.

_ _ ~ As part of the FAAs flight information services
Other changes include the following: CONVersiopE|S) policy, the FAA will approve the basic
of the NEXRAD radar product generator (RPG)yeather data that a commercial service provider
to an open systems architecture; implementatiq@|| provide to the cockpit. FIS provides the
of the FAA bulk weather telecommunicationsyeather information needed by pilots to operate
gateway (FBWTG); deployment of OASIS; andsafely and efficiently. The National Aeronautics
fielding of the airport surveillance radar-weatheand Space Administration (NASA) and industry
systems processor (ASR-WSP). ASOS and thge engaged in joint research to provide “weather-
ASOS Lightning Detection and Reporting Systenn-the-cockpit.” NASA will expend considerable
(ALDARS) deployment will be completed. research funds to develop aviation weather infor-
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mation systems to provide current data to airlinEhere are a number of developmental projects

and general aviation aircraft. sponsored by the AWR Program that are ready for
implementation during this time period.

Sensors and Data Sources

The FAA will continue to obtain weather dataProcessing and Display

from internal and external sources in Step 2. CWyithin the weather architecture, ITWS and
rent FAA sensors will be upgraded or replaced fayARP will function as NAS weather servers—
sustainment. Airborne observations will improveyARP in the en route domain and ITWS in the
as the airlines equip additional aircraft witherminal domain. As weather servers, WARP and
weather sensors and increase the number of paws “ingest” NWS computer model output, as

rameters reported (such as humidity and turbwell as acquire and process data from sensors
lence). NOAA will be the source of various datagch as the NEXRAD and TDWR.

including gridded forecast data from the NCEP _ _
(i.e., the Environmental Modeling Center (EMC)These servers then generate and disseminate
and the AWC) satellite data from NESDIS, adveather products to the NAS automation systems,
well as forecasts and observations from Nwsuch as CTAS TMA and enhanced traffic man-
Weather Forecast Offices. Some “value-addedgement system (ETMS). These systems use 3-di-
products continue to be provided by vendors. TH8ensional wind and temperature forecasts, as
WMSCR continues to receive and transmit mucWell as convective weather data, to project activ-

of the alphanumeric weather information. ity and traffic flow and to allow for a more effi-
cient use of airspace. Wind forecasts are used by

The FAA upgrades the basic weather sensof§reT CCLD to facilitate sequencing of air traffic
leading to improved reliability, increased acCupy en route controller teams.

racy, and superior maintainability. An example of

this refinement is the NEXRAD system upgraddTWS will be deployed by the end of Step 2.
The NEXRAD network is upgraded to an opehTWS improves safety by providing a windshear
systems architecture with new hardware, sofénd microburst prediction capability in the termi-
ware, and a modular configuration. The upgradegl area and improves management of runway re-
to the NEXRAD radar product generator (RPG¥ources when convective storms and gust fronts
increases processing capabilities and accuraate present. Terminal controllers and traffic man-
and improves both reliability and maintainabilityagers can more efficiently sequence aircraft in
The upgraded system incorporates more compléxd out of terminal airspace by using wind shift
algorithms. As science advances its understandipgedictions.

of meteorological processes tha_t affect thsttlorI\TWS provides information on significant
new products and services will be added t\%

: ) eather associated with severe storms and facili-
NEXRAD. ASOS will receive sensor and ProCeS: tes routing aircraft around hazardous weather by
sor upgrades, thereby enhancing its capabilities

‘processing data from LLWAS-3, TDWR, airport
The AWC disseminates forecasts of weather agurveillance radars (ASR-9), and NEXRAD.
fecting aviation operations to the NAS in a gridLLWAS-2 will continue to provide windshear and
ded format. This gives NAS systems the capabiticroburst information at those terminal sites
ity to display aviation-impact variables, such agbout 39) without TDWR and ASR-WSP. ITWS
icing, in a format that is advantageous to userwill process the six-level weather data from the
For instance, a SIGMET report will no longer béASR-9 to remove anomalous propagation and
available only in text format with an area locaground clutter. Removal of anomalous propaga-
tion, but will also be provided in gridded dataion and ground clutter from controller displays is
fields. This allows the location and extent of th@ssential, as it is often indistinguishable from ac-
significant (or hazardous) weather to be displayddal weather. Initially, ITWS data will be dis-
graphically in four dimensions (including time).played to terminal and tower controllers on sepa-
The AWC also provides forecasts of convectiveate displays. TWIP functionality will be moved
activity, icing, turbulence, and AIRMETSs as gridto ITWS and enhanced by adding ITWS data to
ded data fields. improve the accuracy of available weather infor-
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mation. TWIP will expand to include ASR-WSPlevel weather data and provides windshear and
sites at the end of this period. microburst products similar to TDWR.

As the en route weather server, WARP process@SR-WSP supports airports without a TDWR
and displays NEXRAD data for use by ARTCGhat need improved windshear and microburst de-
controllers and meteorologists. WARP creates tgction capability. Like TDWR, ASR-WSP will
regional NEXRAD mosaic that is also provided tdProvide a TWIP capability, thereby extending the
the ATCSCC and other facilities. WARP will in- area coverage of windshear systems providing
corporate NWS higher-resolution forecast datalata to pilots.

Wh'Ch. W'” Improve f‘.’FecaSt accuracy. Another26.1_3 Weather Architecture Evolution—Step 3
benefit is the capability to provide controllers§2003_2008)

with time and position data on moving weathe _ ) _
systems for traffic planning and flow control. ~ Early in Step 3, WMSCR will be upgraded to im-
prove capacity and enhance its capabilities.

The new automation systems being deployed yARP will provide weather data to Multi Center
the FAA require the NWS's improved, higher-resTMA and DA. The major change in Step 3 will be
olution forecast data. The FAA is working closelythe interface to the NAS-wide information net-
with the NWS to develop the FBWTG. The FBwork, which begins late in this step (see Figure
WTG (see Figure 26-2) will enable the high-26-3); for more detailed information, see Section
speed transmission of high-resolution, griddedlg, NAS Information Architecture and Services
weather forecasts between the NCEP and th& Collaboration and Information Sharing. This
NAS. The planned deployment of the first phasgetwork will allow weather systems in the termi-
of the FBWTG is early in Step 2. nal and en route environments to freely share data

In addition to the current LLWAS and TDwWRand products.

sensors, a weather system processor (WSP) é-this time, the FAA will make NAS status and

hancement for the existing ASR-9 will be deexisting weather data available to private data link
ployed, adding a windshear and microburst deteservice providers for the development of FIS
tion capability. The ASR-WSP processes the siproducts. Commercial providers may make basic

Legend
Sensor System Twip Pilot
End User System

Weather Processors (Server) ASR-WSP

AN

Switches

= Customer
Communications Link ASR-9WX Terminal
LLWAS 3 ETMS Tower/TRACON Controller
TDW L Approach Controller/Supervisor

|Booo

TDWR I_l_ STARS Airline Operations Center
|

TEI— aFAST ASOS Dial-in
NEXRAD \

AOC
DOD
Misc.Users
(3000+)

ARTCC

— Pilot

\
]

DSR En Route Controller
ETMS —— Meteorologist
HARS Traffic Flow Manager
WARP DOTS+ Oceanic ATC
[ HOCSR
[ TMA/DA
o
ATCSCC
ETMS | — Traffic Flow Specialists

DOTS+
AFSS

OASIS FSS Specialist
Tt Pilot
Vendors 1S Pilot

Figure 26-3. Weather Architecture Evolution—Step 3 (2003-2008
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FIS products available, at no cost to the goveriweather-in-the-cockpit products transmitted via
ment or the user, and may make “value-addedFlS in this time frame may include improved

products available for a fee. weather radar information, hazardous weather ad-
visories, observations and forecasts, winds and
Sensors and Data Sources temperatures aloft, gridded forecast data, and pi-

NEXRAD will continue evolving to an open sys-0t reports (PIREPs). These data are tailored to
tems architecture through the upgrade of the radiovide a “high-glance” value display of signifi-
data acquisition (RDA) module. The NWS willcant weather alpng the fllght_path. Different types
continue to improve the accuracy of the foreca§f users can still expect varied levels of support;
models used by the FAA. New products, inclugfull graph!cal dlspla_y of high-resolution data in
ing the predictive locations for hazardoudhe cockpitis the ultimate goal.

weather, are being introduced into NEXRAD, ang{ey algorithms will transition to the NWS for in-
improvements in AP removal algorithms contingorporation into their forecast models. A new ic-

ues. ing forecast technique is scheduled to be incorpo-
The NWS will continue to upgrade current senrated into AWC's SIGMET and icing forecasts.

sors, thereby enhancing and expanding the Cap%(jditionally, the NAS will receive finer resolu-

bility to automatically provide accurate observallon data from the NWS, thereby improving
ITWS and CTAS pFAST products.

tions. Lightning detection will be improved to in-
clude all forms of lightning, not just the currentas the NAS-wide information service is deployed
cloud-to-ground strikes. Aircraft functioning asand as new methods of distributing weather data
sensors of weather data will become a key elgevelop, WARP will transition away from its role
ment in improving the accuracy of weather foreas an en route weather server within the ARTCC.
cast models and will validate new algorithms. WARP and ITWS will remain collectors and pro-
cessors of data, but will require less direct inter-

The NAS-wide information service will enablef ¢ " ith the imol i ;
the FBWTG to interface more effectively with the aces 1o user systems wi € Impiementation o

NAS. Weather satellite data will also be availablurar.]e mform_anpn exchange service. I_Dats_t will re-
via the FBWTG. sSide on distributed data bases, so it will not al-

ways be necessary to directly interface with
Processing and Display ITWS or WARP—only with the information ex-

_ change network.
The ITWS will undergo a technology refresh that

incorporates weather satellite data and imple6.1.4 Weather Architecture Evolution—Step 4
ments algorithms for vertical windshear, stornf2009-2015)

growth and decay, icing aloft in the terminal arégyr\vis and WARP will continue to produce new

".‘"‘."ght Icing, aﬂ.d runway ylsual fange (RVR)/and improved weather products to support other
visibility and celllng_pr_edlctlons._'!'he goal is to AS systems (see Figure 26-4). As the demand
expa”d ITWS predictive capability beyond 3 or products continues to grow and become more
allows ITWS enhancements to be used at mg@omplex, these systems will evolve. In addition,
terminals. Some ITWS algorithms could be use{ﬁ)e WARP hardware will be replaced and new al-

: : gor orithms will be added, increasing its capabilities.
at second-level airports running on a local proce s the NAS-wide information service matures, it

sor or an ITWS variant. ITWS data will be dis- ill incorporate the WMSCR functionality.

played to controllers on the Standard Terminal
Automation Replacement System (STARS) workWeather-in-the-cockpit will be improved as new
stations in TRACONs and towers as part of thproducts are able to be transmitted via the FIS
STARS preplanned product improvemengl(P data link. These products include freezing level,
ATCSCC traffic managers will receive ITWSwake turbulence, ceiling/visibility, and volcanic

data, enabling them to track storm activity at maash cloud forecasts. The addition of the gridded
jor airports and to facilitate coordination withproducts from ITWS and WARP will require

TRACONS and major hubs. higher bandwidth data link and advanced avionics
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Figure 26-4. Weather Architecture Evolution—Step 4 (2009-2015)

to fully exploit the available information. The Processing and Display

flight plan will become a flight object, and theThe NAS-wide information service enables more
system will automatically inform the pilot via FISefficient data searches and queries for all NAS us-
of any significant or hazardous weather. FIS dais for any type of data to improve the collabora-
link and avionics will be more capable and costive decisionmaking process. This information

effective during this time frame. exchange network allows all NAS users to be up-

The FAA will continue to use the AWR Programdated simultaneously, in near real-time when haz-
and leverage its affiliation with research agencie‘%Idous weather occurs and ensures that all
to improve the safety and capacity of the NAS byyeather products are maintained in a common
improving algorithms within existing systems.data base. FIS capability will be improved to
Results from the FAA's wake vortex research prdf@nsmit enhanced data to the cockpit for display
gram will be implemented, thereby increasing th&f significant Weathe_r. ITWS will receive a tech-
understanding of vortex behavior, leading to pod0109y refresh, allowing it to support multiple ter-
sible reduction of separation standards (see S&ginal sensor configurations.
tion 10, Research, Engineering, and Developn the cockpit, the pilots see the same data as
ment). Additionally, these algorithms will beother NAS users and can query the weather data
ported to processors/systems at airports wherebéise to obtain additional information.
is cost-effective. .

26.2 Summary of Capabilities
Sensors and Data Sources The NAS weather architecture will undergo evo-
The next generation of airport surveillance raddutionary changes over the next 5 to 10 years, en-
will detect both aircraft and windshear events. Aancing its capability to collect numerous types of
multipurpose airport radar (MPAR) will be de-weather data from internal as well as external
ployed late in Step 4 that will replace ASR-9s andources, then process and disseminate tailored
-11s, LLWASSs, and TDWRs. MPAR provides im-weather products to both NAS users and provid-
proved maintainability and reliability while re-ers. Figure 26-5 depicts these enhanced capabili-
ducing spectrum demand and environmental inties chronologically. In 1997, the first stage of
pacts. (see Section 16, Surveillance). WARP was implemented nationally. CWSU me-
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WARP replaced MWP at ATCSCC and ARTCCs.

FAA Gateway to NWS brings in large volumes of weather data to the NAS.

Provides microburst/windshear information from TDWR to cackpit via ACARS.

WARP Stage 1/2 provides NEXRAD Wx imagery to en route controller screens.

Improvements to TDWR and deployment of ASR-WSP to additional airports.

Wx Graphic
and
Analysis
Capability

High
Resolution Wx
Forecasts via
NWS

Common Wx
Information
Terminal

Enhanced Wx
Products to
Controllers

Wx Data in
the Cockpit
(FIS)

Common Wx
Information
En Route

Enhanced
Windshear
Predictions

ITWS fuses multiple sources of weather data providing tower and
TRACON controllers with enhanced Wx products and windshear prediction.

Limited Wx data and NAS status information available to private service providers for initial FIS; later,
enhanced Wx products added to promote ‘common situational awareness’ between controllers and aircrews.

WARP Stage 3 processes higher-resolution forecast data and enhanced NEXRAD products
resulting in common situational awareness via cost-effective information sharing across NAS subsystems.

ITWS P3| provides data sharing of enhanced Wx products, such as storm growth and decay
and severe weather location and movement data, throughout the terminal area and to ARTCCs.

Figure 26-5. Aviation Weather Capabilities Summary

teorologists now have upgraded graphical displdySR. This will help controllers assist aircrews in
and analytical capabilities and can provide bettawoiding hazardous weather. It also eliminates the
weather support to controllers and traffic flonneed for weather data from long-range radar,
managers in the ATCSCC and the ARTCCs.  which allows selected sites to be decommis-
. . . . . sioned. Traffic managers will use weather infor-
AImost. immediately, the NAS will receive hlgh'mation from their WARP briefing terminals for
resolution foreca_sts of weather data from .thgontingency planning. In support of FFP1 CCLD,
NWS. Implementing the high-speed communicgs\pp accelerates Stage 3 interfaces to prototype

tions link (i.e., FBWTG) between the NWS an RET CCLD. ETMS. and CTAS TMA/

. S At . , , PFAST
the FAA will provide high-definition, high-qual- ;o 4 provide higher-resolution wind and tem-
ity, gridded weather products to the NAS. Thes erature data

high-resolution data sets contain more accurate

forecasts of weather information, such as windsarly in the modernization process, NEXRAD
and temperature and of aviation-impact variablegill be completely converted to an open system
such as in-flight icing. This enables controllergrchitecture, increasing its product generation and
and traffic managers to plan for aviation-impactgissemination capabilities to fully exploit the ra-
ing weather. dar data. ITWS and WARP will receive improved

TWIP currently provides microburst and wind-"adar products.

shear information from TDWR to commercial air-
craft cockpits via ACARS. With the addition of
ASR-WSP sites, TWIP coverage will be ex
panded.

ITWS deployment will be completed shortly
thereafter, vastly improving the FAAs ability to
‘monitor atmospheric phenomena in the terminal
domain. ITWS provides accurate forecasts of

As part of the FAAs FIS policy, the FAA will pro- Wind shifts associated with frontal passage,
vide NAS status and existing weather data (irfhereby mitigating their effect on capacity. ITWS

cluding some WARP and ITWS products) to a&lso enhances safety with its windshear prediction
commercial service provider for data link to thecapability.

cockpit. )
P WARP will be connected to other users, complet-

About the same time, en route controllers will selag Stage 3 implementation. This permits tailored
weather from NEXRAD overlaid on their dis-products to be shared by NAS users and service
plays as WARP Stages 1 and 2 interface with th@oviders. Additional algorithms will enhance

JANUARY 1999 AVIATION WEATHER — 26-9

|_
<
o




NATIONAL AIRSPACE SYSTEM

NWS forecast data and improve NEXRAD radamformation needed by controllers must be pre-
products. sented in a timely manner so that workload is

ITWS will incorporate new algorithms, enhancingma'ma1Inecj within acceptable limits.

its capability to forecast events such as storimastly, as the FAA moves toward Free Flight,
growth and decay, ceiling and visibility, RVR,more information will be needed by the pilot and
runway winds, and turbulence. the controller, particularly for GA aircraft opera-
tions. Appropriate training will need to be devel-
26.3 Human Factors oped to ensure that pilots and service providers
The primary focus of human factors related t6an effectively use the weather information that is
aviation weather is the efficient and effective prepresented.
sentation of weather products to the meteorol(}—6 4 Transition
gist, dispatcher, controller, and pilot. Of key im-"""
portance will be determining the informational reThe transition schedule for the major components
quirements at various locations and recognizingf the aviation weather system is shown in Figure

the possibility that these needs may be differeg6-6. The principal transitions include:

for different classes of aircraft and different ser;
vice provider locations. To assist aircraft most ef-
fectively, controllers will need to know the pre-*
cise location of an aircraft and which weather
products are available to the pilots. .

Future systems will move away from separate
controls and displays for individual subsystems,
therefore, human factors efforts must focus on dé-
veloping integrated displays and controls, im
which weather products are one element of a
larger presentation. Human factors will be a majc;r
factor in designing integrated workstations. The

FBWTG Phase 1 deployed

WARP Stages 1 and 2 deployed (NEXRAD
on DSR)

NEXRAD open system upgrade to RPG
ITWS deployed

ASR-WSP deployed

NEXRAD open system upgrade to RDA
Satellite data via FBWTG Phase 2
ITWS products on STARS displays
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Figure 26-6. Weather Systems Transition
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* FBWTG Phase 3 upgrades for NAS-wide inquency spectrum for ASOS and AWOS, tri-
formation service compatibility agency funding for NEXRAD upgrades, and im-

. Consolidated terminal and weather radar d@/ementation of private service provider FIS.
ployed (MPAR) (see Section 16, Surveil-

lance) Without adequate radio frequency spectrum
' for ASOS and AWOS, pilots cannot receive
26.5 Costs surface weather observations for new ASOS

The FAA estimates for research, engineering, and and AWOS locations.

development (R,E&D); facilities and equipment Tri-agency (FAA, DOD, and NWS) ability to

(F&E); and operations (OPS) life-cycle costs for fund and implement NEXRAD system up-
aviation weather architecture from 1998 through  grades in a timely manner, enabling WARP,
2015 are presented in constant FY98 dollars in ITWS, and OASIS to receive FAA-specific

Figure 26-7. products.

26.6 Watch Items + FIS implementation dependent upon available
Several items are critical to the aviation weather frequency spectrum and commercial service
architecture. These include adequate radio fre- provider participation.

1998 Constant Dollars

|_
<
o
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/

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Figure 26-7. Estimated Weather Systems Costs
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27 INFRASTRUCTURE MANAGEMENT

Today's NAS infrastructure includes more tham A more expert workforce to exploit the full
30,000 air traffic control (ATC) systems. These potential of emerging technologies and work
infrastructure systems, which continue to increase “smarter” in meeting increased customer
in number faster than the Airway Facilities (AF)  needs while maintaining workforce resources
workforce that maintains them, include communi;
cation, surveillance, navigation and landing,
weather sensors, and air traffic automation deci-
sion support systems (DSSs). NAS infrastructure
systems support the air traffic operations carriety NIM capability combining technology, organi-
out at air traffic control towers (ATCTs), terminalzational changes, and reengineered processes will
radar approach control (TRACON) facilities, airsupport the real-time information exchange essen-
route traffic control centers (ARTCCs), airportstial to progress toward FAA/industry collabora-
and other facilities. It is imperative that the pertive decisionmaking and the economics of imple-
formance of these systems be maintained to pr&enting such concepts as Free Flight. NIM sup-
serve the integrity of the NAS infrastructure an®orts free flight through improved NAS service
thereby avoid delays or disruptions in air traffic. availability.

AF's greatest strength is the technical expertise pplementing the infrastructure management phi-
its workforce, its dedication to excellence, and th@sophy will enable the FAA to provide more effi-
resulting level of public trust. The NAS infra-cient and effective management of a growing
structure management (NIM) philosophy—whicHNAS, reduce the NAS mean time to restore, and
stresses decisionmaking alliances composed iBfrease the productivity of the AF workforce,
AF elements and the AF customer base—haRereby improving air traffic services.

been initiated. AF Operations business will bN”\A imp|ementation tools will be based on
based on the NIM philosophy. proven state-of-the-art systems management con-

This philosophy embodies a strong customer or€pts in which functions are distributed among
entation with an emphasis on cost-effectiveneéde central management servers, agents, and the
and efficient and effective delivery of air trafficmanaged resources themselves. NIM tools will
services. This concept, described in thieway Use industry-standard computing platforms, infor-
Facilities Concept of Operations for the Future mation structures, and communication interfaces.
March 1995, represents a fundamental shift in thihe system technology will include commercial

FAA's focus from the decentralized equipmen@ff-the-shelf (COTS) client/server platforms and

maintenance performed today to centralised- applications that support industry standard man-
vicemanagement. The concept responds to anti@gement interfaces with open application program

pated changes in the NAS environment by prd',nterfaces, standard data base technology, and in-
moting: terfaces for data sharing with other DSSs.

« Partnerships with organizations, both withifNIM tools build upon the remote maintenance
and external to the FAA, to promote customemnonitoring system (RMMS) by leveraging exist-

and stakeholder inclusion in setting strategit'd assets and providing new automated manage-
and tactical directions ment capabilities. Through NIM tools, the FAA

will be able to remotely detect system faults and

. . : ; : . aHc,'motely resolve many faults. Collecting and ana-
AF is doing the right things, in a timely man- zing more detailed fault and performance data
ner, to meet end-to-end customer service dgy support proactive management of the NAS
livery needs infrastructure. NIM capabilities will include re-

« A flexible, integrated information infrastruc- mote monitoring and control; NAS modeling; and
ture to support the anticipation, identificationgvent, fault, maintenance, performance, resource,
decisionmaking, and resolution of problemsoice and data communications, and security
before service quality is affected management. The combination of new technol-

An emphasis on cost-effectiveness through a
more businesslike approach to costs, mea-
sured performance, and focused resources.

PART Il
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ogy, organizational changes, and reengineer@d.1.1 Infrastructure Management Architec-
processes will enable the FAA to contain infrature Evolution—Step 1 (1996-1997)
structure maintenance costs while ensuring a ¢

sistently high level of service. OFhe initial step in the evolution of infrastructure

management consisted primarily of organiza-
tional changes, including consolidating manage-
ment and maintenance facilities and acquiring and
fielding advanced maintenance tools for opera-
The NIM phased implementation approach itions support specialists. The RMMS is the pri-
based on the managed evolutionary developmeantry automation system supporting NAS infra-
(MED) concept, which requires demonstratedtructure operations during this step (see Figure
performance before progressing to the next phasty-1). An integral part of the RMMS is the main-
Actual infrastructure management will be accomtenance control center (MCC). AF’s Maintenance
plished in four steps. Automation 2000 MCC operations concept fo-

. ) cused on centralizing the management of mainte-
Step 1.Step 1 involved enhancing the RMMS by g g

blishi . q I b.lnance operations for facilities at the sector level.
establishing remote monitor and control capabilihy,ose Jecentralized sectors operate and maintain

ties to nea_rly 4,00.0 remote NAS facilities. 'n't'alequipment and facilities within their domain of
stages of integration included development of aqhqnsiility based on local requirements and
prototype NIM, which provided for a concepty s ities. The MCC uses automation tools in a
evaluation and investigated future developmelpnited capacity to assess equipment perfor-

capabilities. mance, obtain real-time facility status informa-

Step 2 (NIM Phase 1)During Step 2, an initial tion, perform remote facility certifications, and
NIM capability will be incrementally deployed. dispatch personnel as needed to accomplish facil-

Selected system service components (SSCs) (i.&//service restoration.

the Na_tional Operations Control Center _(NOCC)The heart of the RMMS network consists of 22
operations control centers (OCCs), service ope(rg{

; . aintenance processor subsystems (MPSs) lo-
tions centers (SOCs), national network contr ated within the ARTCCs. An additional MPS is
centers (NNCCS).' \_/vork centers (WC.S)’ and MGacated at the NIM premier facility (NPF) in
bile system specialists capabilities) will be eStabHerndon Va.. which is co-located with the Na-
lished during this time frame. tional Maintenance Control Center (NMCC), part

At the beginning of this step, NIM capabilities®f the ATC System Command Center. Using two
will be installed at four of the NIM SSCs, theresident software applications—the maln_tenance
NOCC, and the three OCCs. Prior to the begift@nagement system (MMS) and the interim mon-
ning of final operational capability (FOC), re-itoring and control $ystem (IMCS)—malntenanpe
source management capabilities will be installegersonnel located in the MCCs remotely monitor
at all NIM SSCs. At this point, NIM will include the status of selected NAS subsystems, log main-
new COTS-based resource management capab‘iﬁ-nance actions, and report service and facility in-
ties and legacy RMMS-based enterprise managtg_rruptlons and equipment fallure_s. The MPS a_Iso
ment capabilities. Full NIM resource and enterSchedules preventive system maintenance actions

prise management capabilities will be operationé”d enables remote certification of facilities and
at all SSCs by FOC. equipment. Each MPS is capable of supporting up

to four MCCs. The MPSs interface with NAS
Step 3 (NIM Phase 2)During Step 3, capabili- subsystems through a monitoring system func-
ties will be expanded and refined. tion, which is either embedded or external to

those subsystems. Some NAS subsystems provide

Step 4 (NIM Phase 3)Advanced NIM capabili- hair own monitoring/management and are known
ties will be implemented, including intelligent 55 element management systems.
fault correlation, reliability-centered mainte-

nance, predictive maintenance, and NAS-wide irMaintenance specialists at MCCs and at more
formation sharing. than 300 work centers throughout the United

27.1 Infrastructure Management Architecture
Evolution
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Figure 27-1. Infrastructure Management Architecture Evolution—Step 1 (1996-1997)

States have the primary responsibility for mainthe infrastructure management architecture for
taining the NAS subsystems. Additionally, manystep 2 (see Figure 27-2) is based on a three-tiered
remote facilities have permanent, onsite maint®perations concept in which communications be-
nance operations personnel due to their criticeleen tiers is provided via a local services net-
role in providing NAS services. work. NIM will consist of nodes located at one
NOCC, two national network control centers
During Step 1, selected MCCs established prOtQNNCCS), three OCCS, about 50 SOCS, and more
type facilities for NIM concept evaluation and dethan 300 WCs. The NOCC and OCCs will be re-
velopment capabilities. sponsible for centralized management of the NAS
infrastructure.

|_
<
o

27.1.2 Infrastructure Management Architec-
ture Evolution—Step 2 (1998-2002) NOCC. The NOCC is the operations control cen-

_ o o ter that monitors the delivery of NAS infrastruc-
The major activity at the beginning of Step 2tyre services to users and customers from a na-
which is Phase 1 of the N”Vl |mp|ementat|0n, Waﬁona| perspective_ It provides 24_hours_a_day, 7-
the opening of the NPF in June 1998. The NPF {gys-a-week monitoring of infrastructure status
used for demonstrations, training, and the deve&nd event response via OCC_reported informa-
opment of new business processes, policies, afgnh. The NOCC reports significant NAS infra-
procedures. Initially, the NPF has demonstrategirycture events to senior FAA management and
Build 1 and Build 2 of the NIM capabilities andcoordinates transmittal of information to custom-
will be able to continue the development of newrs concerning events that could affect them. It
business processes, policies, and procedures.ghpnitors and assesses activities aimed at restoring
this step, the NPF will demonstrate the NIMseryices that have a critical affect on customers.
Phase 1 initial Operational CapabIIItIeS that will bq'rend analysis SUCh as the health of the NAS and
used at the NOCC, NNCCs, OCCs, SOCs, amgAS operational financial data will be available

WCs and by the mobile specialists. The majgpr FAA management analysis and reporting pur-
emphasis of NIM is on resource managemenjoses at the NOCC.

During this time frame, monitoring and control

functions in the NPF will use the legacy syste®@CCs. The primary role of each OCC is to man-
capabilities—the RMMS and element manageage the NAS infrastructure within its domain of
ment systems. responsibility. It directs the maintenance of NAS
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Figure 27-2. Infrastructure Management Architecture Evolution—Step 2 (1998-2002)

services and systems, providing active responpagers will be used to supplement existing com-
and problem resolution. To accomplish this, eaamunications systems.

OCC operates 24-hours a day, 7 days a week, re- ] ]
sponding to faults and continuously monitoringtNCCs. The primary role of the NNCCs is to
the delivery of services and the status of the SyL_gj_onltor and control selected nationwide area tele-

tems and equipment supporting those servic mmunications networks and to interface with
d e NOCC, OCCs, SOCs, and leased service pro-

OCCs exercise operational control of their as-. ; ; ) )
iders to provide real-time operational status in-

igned domains of responsibility and overse ) o o
rsrll?JItipIe work Ic;nters Es:eﬁ:h (SDICICI:)(M” be c;/pai)l ormation. In addition, the NNCCs will interface

of assuming the responsibility of any other OCefmh the appropriate OCQS for workforce and re
. ; : . source assignments during any planned or un-
that fails or is unable to provide services.
planned outages of NNCC-managed elements.

WC/SOC. The primary role of the WC is 10 5 ;1ing Step 2, the MPS will transition to the Tan-
maintain designated airways facilities. Each Worgam switch. which is part of the legacy informa-

center supervises its assigned workforce, ensuigs, gistribution system (LIDS). RMMS function-
response to tasking, and is responsible for thgiy will be absorbed by the NIM resource man-
equipment in specific geographic areas. SOCs &jger Iocated at the OCCs. Initially, IMCS func-
WCs that provide an AF presence at a high-infionality will transition to the maintenance
pact facility when it has been determined that oy tomation system software (MASS) monitor and
site coverage is necessary for efficient and effegontrol function, which will reside in LIDS. By
tive delivery of service either to the facility orthe end of Step 2, a COTS enterprise manager
within a limited geographic area surrounding th@ill be introduced. The interim and final enter-
facility. High-impact facilities include NNCCs, prise managers will be capable of performing in
ARTCCs, large TRACONSs, and ATCTs with sig-an open operating system environment. The exist-
nificantly high numbers of operations. Operationthg RMMS will be enhanced with an open system
support specialists will be provided with updatedapability through LIDS. NIM tools and the en-
desktop and portable maintenance data termindlanced RMMS will be collectively identified as
(MDTs). Cellular and satellite telephones antNAS managed subsystems (NMSs). At the end of
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Step 2, more than 6,000 NMSs will be automatr Maintenance Managemenklatch available
cally interfaced with the enterprise manager. maintenance resources with tasks that need to

. . . o be completed
During Step 2, information from the logistics in-

ventory system (LIS), corporate information man® SUPPOrt Resource Managementaintain in-
agement system (CIMS), regional information for_matlon on the status of all resources re-
system (REGIS), and notice to airmen (NOTAM)  duired to support the NAS

will be available for NIM. * NIM Support Functionsiog, archive, and

_ _ o _ analyze NIM tool operational data
Basic functional capabilities included in Step 2 .
include: * Security ManagemenBrotect NIM tool data

via user identification, authentication, and ac-
* NAS Modeling Define relationships between  cess control mechanisms; support NAS-wide
NAS elements, associate a criticality level to  security management, such as detecting and
each resource, and provide tools to maintain a logging NAS infrastructure security viola-
data base of the relationships tions for reporting to FAA management

Manage NIM Voice and Data Communica-
tions: Ensure appropriate communications ca-
pabilities at each user position.

* Remote Monitor and ControRemotely col-
lect and process status information from NAS
infrastructure resources, define authorized us-

ers, and establish access control to the corgiy 1 3 Infrastructure Management Architec-

mands ture Evolution—Step 3 (2003-2005)
« Event Managemen€lassify and type events, Step 3 of the evolution, which is Phase 2 of the
and track NAS maintenance activities NIM implementation (see Figure 27-3), capital-

izes and improves on the Phase 1 investment

* Fault Management:Generate alarms andthrough the application of managed evolutionary
alerts and manage actions to resolve th#evelopment (MED). It will integrate existing el-

events that caused the alarms ement management systems, monitor environ-

|_
<
o
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Figure 27-3. Infrastructure Management Architecture Evolution—Step 3 (2003-2005)
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mental systems, and expand local information e}AAs investment in the RMMS into a perfor-

change services within the NAS.

The synergistic effect of integrating all resourc
management functions and the enterprise man-
agement function will result in seamless servicg
managementService management will improve
services and reduce associated costs from both
individual or component service perspective and
multiservice perspective. The sum of multipl

services forms the end-to-end service delivered | M

AF customers.

27.1.4 Infrastructure Management Architec-
ture Evolution—Step 4 (2006—-2015) *

Step 4 of the evolution, which is Phasef3he
NIM implementation (see Figure 27-4), will re-
fine the capabilities provided in Steps 2 and 3
through continued application of MED. It will
also initiate intelligent fault correlation, reliabil-.
ity-centered maintenance, predictive mainte-
nance, enhanced information sharing with NIM
tool internal and external users, and continued
connection of new and legacy systems.

27.2 Summary of Capabilities

NAS infrastructure management development,
through the process of MED, is leveraging the

mance-based management system, which is fo-
used on managing the NAS infrastructure so cus-
‘E?mer services are based on established perfor-
ance standards, customer expectations, and
usiness objectives. Following establishment of
aa[hinitial RMMS capability in Step 1, each subse-
oauent step in the evolution builds on the procure-
ent of proven COTS products. Step 2 builds on

existing RMMS and establishes the three-

ered operations concept by:

Establishing NOCC, OCC, and SOC/WCs

Establishing a modern information infrastruc-
ture featuring resource and enterprise man-
agement, including security

Establishing external interfaces with selected
peer systems

Increasing the number of remotely monitored
and controlled NAS facilities

Replacing technologically obsolete MDTs
used by AF specialists

Supplementing existing fixed communica-
tions capabilities with mobile communica-
tions equipment and services for AF
specialists.
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Figure 27-4. Infrastructure Management Architecture Evolution—Step 4 (2006—2015)
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Step 3 continues the modernization and refindicient training methods and impart a wider scope
ment of Step 2 capabilities while Step 4 initiatesf technical knowledge and skills to a reduced
intelligent fault correlation (i.e., reliability-cen- workforce. Because training can be very costly
tered maintenance and predictive maintenance @ger a system’s service life, and its delivery af-
well as enhanced information sharing). Step #cts the availability of personnel for conducting
also continues life-cycle modernization and resperational tasks, it is considered to be an integral
finement of NIM capabilities. As emerging techpart of the system engineering design process.
nologies mature and become readily availabl&raditional training will be augmented with other
NIM will incorporate new functional capabilities job performance aids.

yet to be identified throughout this final phase

S o&IAS personnel requirements are determined by
its life cycle.

system equipment design, procedures, training,
27.3 Human Factors NAS workload, and other factors. Human re-
source tradeoff studies will be conducted to ex-

Hur_ngn factors plannlng for NIM. tools InVOIVeamine staffing requirements in relation to system
defining a process for incorporating human fac-

tors engineering into the development, acquierOdUCt'V'ty'
tion, implementation, and operation of the contra?7.4 Transition
and work centers that comprise NIM, as well as

for its associated equipment, capabilities, facili- he schedule for the NIM implementation is
quip » cap ’ shown in Figure 27-5. This schedule will be re-

ties, and personnel_.'qu many years, thg numt{ﬁged after requirements are stabilized.
of subsystem-specific interfaces technicians use

in maintaining the NAS has steadily increase®7.5 Costs

These interfaces include diverse displays, ke)1"he FAA estimates for research, engineering, and

boards, and controls with different computer-huaevelopment (R.E&D); faciliies and equipment

T e e wocosnf£6), 10 oeraons (OPS) -yl costs o
P he infrastructure management architecture in

design to enhance efficiency and effec_tlven_es&)nstam FY98 dollars for 1998 through 2015 are
The goal of NIM tool human factors engineering, . in Figure 27-6
is to make the most effective use of human capa- g '

bilities and to minimize the effects of human limi-27.6 Watch Items

tations and errors on the performance of the SYEhforcement of FAA Order 6000.30.With the

tem. onset of user-intensive concepts such as Free
The NIM will center on adapting and integrating=light, maintaining the integrity of the NAS infra-
components and subsystems that are developiducture while using such advanced technologies
using fast-track methods, including acquisition ohs NIM tools takes on added importance. How-
COTS/nondevelopmental item (NDI) hardwaresver, liberal interpretation of FAA Order 6000.30
and software products. The application of humafiolicy for Maintenance of the NAS Through the
factors criteria to subsystem selection will proYear 2000) has resulted in many instances of non-
vide systems that better support users. As sutempliance with the intended maintenance policy,
system capabilities are developed, a subsystenttereby negating the benefits to be gained from
operational suitability will be determined throughfNAS-wide implementation of an infrastructure
operational test and evaluation. The subsystemanagement system. More stringent adherence to
will be systematically assessed in terms of humahe AF CONOPS, with added emphasis on im-
factors requirements, criteria, measures, and pneroving the integrity of the NAS infrastructure
cedures. and the resulting benefits to the user community,
imperative.

|_
<
o

Because training provides people with needed
knowledge and skills, it directly affects systenmAgreement on NIM Requirements.More work

performance and is a critical human factors issug needed to define requirements and operational
that will be considered in detail. The training proprocedures for using remote, automated control of
gram must reduce training time through more eNAS assets. Operational concepts need to be de-
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Figure 27-5. Infrastructure Management Transition

fined and modeled to assess workload improvéy meeting requirements for service availability,
ments. access control, authentication, nonrepudiation,

confidentiality, and integrity. In particular, appro-
Implementation of NAS-Wide Security. NIM  priate security gateway services are available to
tools interface with all other NAS systems, an@rovide proper access control between NIM tools
access to it must be restricted. For this reasamd the NAS-wide information network. This re-
management and control of NAS security servicasforces consideration of NIM tools when it
is included in the NIM architecture. Within NIM comes to planning for collection of NAS-wide
tools, INFOSEC requirements are based on tlbsystem security data for reporting and auditing
NIM protection profile and vulnerability assesspurposes and to perform NAS-wide intrusion de-
ment. Adequate security is ensured for NIM toolgection and key management.
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Figure 27-6. Estimated Infrastructure Management Costs
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28 AIRPORTS

The airport is a key component of the NAS, andias a major factor affecting NAS capacity, ac-
this section addresses the architecture from an aeunting for 72 percent of system delays greater
port operator’s viewpoint, focusing on aircrafthan 15 minutes. Seven airports with an average
movement from gate to gate and chock to choclelay in excess of 9 minutes per operation ac-
through the system. This section summarizes tid@unted for most of the severe air traffic delays in
services, operational concepts, and capabilitiege United States in 1996.

associated with surface movement, landing, and

departures. The FAA estimates that, if demand were to in-
. . crease as expected, no new runways were added
28.1 Airport Operations to major airports, and no advances were made in
Airport operators are involved with many aspectgjr traffic control, 15 major airports would be se-
of system performance, including safety, capacitverew congested by 2006. Capacity enhance-
environmental compatibility, and finangial performents are expected as a result of planned new
mance. These may be affected by various factofgnyay construction at certain airports and also
including the layout of individual airports, theg,m the improvements in air traffic control, such
manner in which airspace is organized and use the passive Final Approach Spaciné Tool
operating procedures, and the application of tec SFAST), a new air traffic control (ATC) spacing
nology. and sequencing tool that promotes a more effi-
The primary goal is to maintain the high level otient flow of air traffic (see Section 23, Terminal).
safety. This involves providing pilots with infor- For example, the Dallas-Fort Worth Airport has
mation in a convenient and useful manner, maiguccessfully blended airport capacity planning
taining airport facilities to high standards, anénd the use of pFAST to significantly increase the
providing a safe and secure aircraft operatingirport acceptance rate. The effects of these im-
area. provements will vary from airport to airport, and

Runway capacity to accommodate the anticipateite-specific analyses are needed to provide a reli-
number of aircraft operations is a concern at mable estimate of the combined effect of all antici-
jor metropolitan airports where passenger armgated improvements. The FAA intends to under-
cargo traffic are concentrated. Inadequate runwagke such analyses in partnership with airport op-
capacity results in air traffic delays, additional exerators and users to better understand the future
pense for airlines, inconvenience for passengetslance between demand and capacity at major
and an increased workload for the FAA air traffi@irports.

control system. Experience shows that delay

gradually increases as air traffic levels rise, untlfo mitigate the effects of adverse weather on air-
the practical capacity of an airport is reached, aport capacity, the FAA is implementing a weather
ter which the average delay per aircraft operaticarchitecture in the near term, featuring systems
is from 4 to 6 minutes. After this, delays increasthat will be integrated into the overall NAS archi-
rapidly. tecture. One of those systems, the integrated ter-

An airport is considered to be severely congestéginal weather system (ITWS) will provide dedi-
when average delay exceeds 9 minutes per opefaied, enhanced weather support to 45 of the na-
tion. Beyond this point, delays become volatilgions’s busiest airports. ITWS will receive a myr-
and a small increase in traffic, adverse weatht&d of weather data from radars, ground-observing
conditions, or other factors can result in length§ystems, airborne observations, and computer
delays that disrupt flight schedules and imposefgodel output. ITWS will then process these data
heavy workload on the air traffic control systemand provide tailored products, such as short-range
Adverse weather has a substantial impact on afprecasts of airport-impacting weather to aid traf-
port capacity, especially at major hubs. The 199t supervisors and controllers in optimizing run-
Aviation Capacity Enhancement Plan indicateway usage during storm passage. See Section 26,
that from 1992 through 1996, adverse weathdviation Weather, for more details.
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Environmental considerations are critical in opti-
mizing airfield capacity. Noise concerns have
been a major obstacle to new runway construction
and have limited the use of existing runways at
some airports. Future enhancements of runway
capacity must be compatible with surrounding
land uses. Engine emissions are also a concern.
The FAA is currently investing in improvements
and new technologies for the NAS that will ease
ATC restrictions. There are positive environmen;
tal and economic benefits to be realized with the
planned improvements in capabilities. The esti-
mated savings in fuel used and the reduced emis-
sions are considerable. y

Airports are typically owned and operated by lo-

cal government, and are supported by charges,
taxes, and fees paid by airport users. Every effort
is made to provide services in a cost-effective

manner.

Airports have a complex interrelationship with
other NAS components, and good communica-
tions among FAA, state, and local officials are es-
sential for NAS modernization to enhance the
performance of the airport system.

28.1.1 Surface Movement Guidance and
Control Goals

Like the rest of the architecture, airport surface
movement begins with goals and operational con-
cepts. The All Weather Operations Panel of the
International Civil Aviation Organization (ICAQO)
has established high-level goals that have become
the basis for considering which capabilities are re-
quired and may be useful in developing improve-
ments for surface movement operatidri$e fol-
lowing subset of those goals are applicable to t
NAS architecture:

ing visibility conditions, traffic density, and
airport complexity.

Improved means of surveillance should be in
place (beyond primary radar).

Delays in ground movements should be re-
duced, and growth in operations should be ac-
commodated without increases in delays on
the ground.

Surface movement functions should be able
to accommodate all aircraft classes and neces-
sary ground vehicles.

Improved guidance and procedures should be
in place to allow:

— Safe operations on the airport surface, con-
sidering visibility conditions, traffic density,
and airport layout

— Pilots and vehicle operators to follow their
assigned routes in a continuous, unambigu-
ous, and reliable way.

Airport visual aids that provide guidance for

surface movement should be integrated with

the surface movement system.

Air traffic management automation should
provide linkages between surface and termi-
nal to produce a seamless, time-based opera-
tion with reduced controller and pilot
workload.

Surface movement guidance and control im-
provements should be developed in a modular
form and accommodate all airport types.

Conflict prediction/detection, analysis, and
resolution should be provided.

I%98.1.2 Surface Operations Characteristics
In addition to the broad goals of ICAO, the Air

_ . Traffic Services (ATS) concept of operations
* Pilots, controllers, and vehicle operator§CONOPS) also covers characteristics for surface
should continue to have clearly defined rolefyovement operations and serviéeshe follow-

and responsibilities that eliminate procedurghg operating characteristics are consistent with
ambiguities—which may lead to operationathe architecture:

errors and deviations.

e Improved means of providing situational
awareness should be developed for pilots,
controllers, and vehicle operators, consider-

Improve information exchange and coordina-
tion activities, including the expansion of data
link capabilities, to more users at more air-
ports.

1.  All Weather Operations Panel Working Paper (AWOP/WP7Si&}eenth Meeting, Montreal, June 23 to July 4, 1997.
2. A Concept of Operations for the National Airspace System in 2005, Air Traffic SeBepésmber 1997.
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» Use automation to enhance the dynamic plaare restricted and protected, law enforcement sup-
ning of surface movement, balance taxiwayport is provided to respond to various security
demand, and improve the sequencing of aithreats, and physical security measures for the air-
craft to the departure threshold. port are provided.

* Integrate surface and terminal automation sAir carriers are responsible for screening passen-
that the most appropriate runway and taxgers with metal detectors, as well as x-raying and
route can be utilized for the assigned gaténspecting their carry-on articles, securing bag-
Current and projected areas of congestion @age and cargo areas, protecting the aircraft, and
the surface, runway loading, and environmermaintaining responsive security programs. Air
tal aspects such as noise balancing will bearriers generally use contractors to perform these
considered. functions but are held accountable by the FAA for

«  Share information between users and servid€ effectiveness of the screening operation.

providers to create a more realistic picture dfederal regulations set forth specific requirements
airport departure and arrival demand. for airport security programs, physical security

. Use automation to improve the identificatior2nd access control, and law enforcement support.
and predicted movement of all aircraft and*cC€SS control is required for perimeter, terminal,

vehicles on the airport movement area andnd ralmp sec”urlt_y alr%as. Airport perimeter access
provide conflict advisories. control usually includes signs announcing re-

stricted areas, a fence barrier around key security

* Enhance safety and efficiency by planning agreas, fence and perimeter alarm sensors, and
aircraft's movement so that a flight can protignting of important areas.

ceed from deicing to takeoff without stop- ) o ] )
ping. Terminal buildings present special security prob-

_ _ lems because of the proximity of public areas to
Airport surface movement guidance and contrghe AOA. The security plan must allow access for

systems will be used by aircraft and airport vehiythorized personnel while excluding unautho-
cles during low-visibility conditions. In addition, yjzeq individuals from the AOA. Access controls
drivers’ enhanced vision systems will allow bettefyqm the terminal concourse to the AOA must be

aircraft rescue and firefighting and other airporggnsistent with fire code provisions regarding ex-
vehicle operations in low-visibility conditions. js from areas of public assembly.

The enhanced vision systems will include for- o o
ward-looking infrared cameras and monitors i he state of the art in airport security is expected

vehicles. to improve over time through accumulated expe-
_ _ rience and the application of new technology.
28.1.3 Airport Security Changes in security practices and requirements

Security at major airports is provided through inmust be thoroughly coordinated with all affected
terrelated security measures and resources invoRarties, particularly airport operators, because of
ing the FAA, airport operators, air carriers, an¢heir potential impact on the cost and efficiency of
passengers. airport facilities.

The FAA is responsible for identifying and ana28.1.4 Airports Without Air Traffic Control
lyzing threats to security, prescribing security reTowers
quirements, coordinating security operations, €/ nited States has 5,200 public-use airports—

forcing rggglatlons, and dlrectlng law enforceb ly 419 of them have airport traffic control tow-
ment activities under the governing statutes a

. s (ATCTs). Air traffic controllers in the tower
regulations. provide separation between aircraft and vehicles
Airport operators are responsible for providing an the surface and between aircraft in the traffic
secure operating environment for the air carrieggattern. At airports without towers, the separation
and other airport users by ensuring that respois- conducted by the pilots themselves. However,
sive security programs and emergency actidhe architecture does include significant improve-
plans are maintained, air operations areas (AOAS)ents, such as the Wide Area Augmentation Sys-
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tem (WAAS) for improved navigation and instru-at locations where, because of mountainous ter-
ment approaches, to assist pilots who use thesen or high latitudes, WAAS coverage is inade-
airports. Towers will be built at new airports andjuate. See Section 15, Navigation, Landing, and
airports experiencing significant growth that medtighting Systems, for a further description of the
establishment criteria contained in Aviation Plannavigation architecture.

hing Standard Number 1. 28.1.6.1 Instrument Approaches

28.1.5 Airports Without Radar Surveillance The FAA intends to develop thousands of new

Many airports today are not covered by radar s gPS-based approaches, including approximately
Ay airp Y . y! oo approaches to heliports. These approaches are
veillance. At these airports, instrument flight rule

(IFR) services rely on pilot position reports to en%urrently under development at a planned rate of

sure separation. This is known as a “one-in a 500 approaches per year. GPS-based approaches
P ' L : ovide both course and vertical guidance. Instru-
one-out” procedure. An arriving aircraft mus

. . . nt roaches with vertical guidance were ex-
confirm landing before another aircraft can b ent approacnes ertical guidance were e

ensive to provide in the past, requiring the instal-
ﬁI:?rerhi? :;li(;ngg grn tg;fégﬁgﬁgg;:?;goﬁn? ation of specialized, ground-based, electronic ap-
creases air traffic controller workload. ProcedurrqhroaCh aids, typically an instrument landing sys-
separation is less efficient for the pilots than rad
separation.

em (ILS) or microwave landing system (MLS)
#r each runway end. They also required exten-
sive amounts of unobstructed airspace.

Use of the one-in and one-out procedure will inthe cost and difficulty of providing approaches

crease with the introduction of instrument apyith vertical guidance limited them to very busy
proaches to airports that currently do not have 3Rinways, particularly those serving scheduled

proaches. Many of these airports are below radghmmercial airlines. This paradigm will shift to a

coverage. The extension of radar coverage is Nqincept wherein satellite-based instrument ap-
anticipated in the NAS architecture. The regloaches will serve many runways, with approach
promise for improved separation Services resfginima peing determined by such factors as ter-
with automatic dependent surveillance broadcagin, obstructions, missed approach path, airport

(ADS-B) as a basis for automatic dependent SUgeometry, and airport and approach lighting.
veillance (ADS). Aircraft equipped with ADS-B

and cockpit display of traffic information (CDTI) For example, if a general aviation airport were
could be cleared for approaches and departur@@eking a new approach for a runway, a WAAS
based on either self-separation or by air traffierécision approach might be established to pro-
control facilities that receive ADS-B reports fromvide minima of 400 feet and 1-mile visibility.

a nearby ADS ground station. The degree tbhis would be adequate for most general aviation
which the one-infone-out procedure can be elimiiSers and would not require as extensive approach
nated will depend upon aircraft equipage wittights, runway lighting upgrades, or other capital
ADS-B avionics and installation of ADS groundimprovements as are associated with a CAT | ILS
stations in areas where there is no radar surveifith minima of 200 feet and %2-mile visibility.

lance. Additional details on ADS may be found inf that same runway had obstructions in the ap-
Section 16, Surveillance. proach that could not be removed by the airport
operator, the minima would be adjusted upward.
GPS precision approach minima need not be
The Global Positioning System (GPS) and itequivalent to CAT | ILS minima, even though
Wide Area and Local Area Augmentation SysGPS with WAAS will support approaches to 200
tems (WAAS and LAAS) will provide navigation feet and ¥%2-mile visibility. An airport that already
guidance for all phases of flight, including surfac@as a CAT | ILS would receive a GPS/WAAS ap-
movement. For most airports, approaches will bgroach to the same runway with the same minima
based on WAAS. For those requiring the equivahat exist today. When the ILS is decommis-
lent of Category (CAT) Il and Il approachessioned, the approach capability would continue,
LAAS will be used. LAAS will also be installed only it would be satellite-based.

28.1.6 Satellite-Based Navigation
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Approaches to less than 200 feet and %2-mile vigiround tracks and the possible benefits in manag-
bility will require local area augmentation froming airport noise.
LAAS, which provides the accuracy, aval|abl|l'[y,28.1'6.4 Nonprecision Approaches

and integrity necessary to support lower minima.

One LAAS can accommodate all runways on the€SS Precise approaches are adequate to meet the
airport and is significantly simpler to install, oper"€€ds of some users. Avionics cost will be lower,

ate, and maintain than the multiple ILSs that wereince the avionics will not require differential cor-
needed for an equivalent capability. rection. At every runway end with a precision ap-
proach, there will also be a published, nonpreci-

GPS/LAAS is currently planned for 143 loca-sion approach with higher minima. This redun-
tions, ultimately replacing CAT II/lll ILS sys- dancy is important since the nonprecision ap-
tems, supporting runway upgrades from CAT proach acts to back up the precision approach.
ILS to CAT Il/lll GPS, providing differential cor- _
rection for airports where terrain or limited?8-1-7 Phasing Down Ground-Based Instru-
WAAS coverage affects performance, and audn€ntApproach Aids
menting ADS-B surface surveillance. AdditionalThe FAA expects augmented GPS will eventually
locations may benefit from LAAS, but airport de-meet all instrument approach needs. However, an
velopment would be necessary to realize these ggssessment of actual satellite-based navigation
portunities. performance will be made after the fielding of

_ . WAAS and certification of approach procedures.
Airport managers need to know which groundtherefore, the FAA intends to phase down
based systems will be used to back up GPS duriggbund-based navigational and approach aids

the transition period and thereafter. The FAA igNavaids) as discussed in Section 15, Navigation,
considering a variety of options and intends to S€anding, and Lighting Systems.

lect preferred scenarios at the earliest possible . o

date. That information will be shared as it beP€cisions on the decommissioning of any
comes available with airport operators and staffound-based Navaids will take into consider-
aviation agencies to help support their plannin tion the a_lval!ablllty of a replacement sgtelllte-
activities. The FAA will budget for transition Paseéd navigation procedure, and there will be an

costs related to the facilities, equipment, and se?Y€rlapping period of coverage at each location to
vices that it has provided historically. allow for avionics equipage. Phase-down of air-

port Navaids (excluding visual aids) is expected
28.1.6.2 Precision-Missed Approach Naviga-  to begin as soon as practical. The FAA intends to
tion recover and reassign the associated radio fre-
quency spectrum.

|_
<
o

WAAS or LAAS can also provide precision-
missed approach navigation, resulting in loweFhe FAA is initiating a study to determine how
approach minima for those airports that have difnany Navaids should remain in service to provide
ficult terrain or obstacle clearance situations. A& redundant navigational capability. The partici-
precision-missed approach provides course adtion of airport operators and users in the study
vertical guidance. Increased precision on misse#l planned. The following key service issues are
approach is tied to a concept called required navp be studied:

gation performance, which would change the crj; Developing a phase-down schedule of Na-
teria by which procedures are to be developed. | 5iqs beginning in 2005 matched to user eg-
The FAA is evaluating changes in terminal proce- uipage with GPS-compatible avionics

dure criteria to take advantage of satellite-based

efficiencies in airspace use. * Identifying sufficient ground-based Navaids
to support IFR navigation throughout the
28.1.6.3 Precision Departures transition to satellite-based navigation

This capability would replace or overlay current Identifying which Navaids will be required to
standard instrument departures. The advantage to support IFR operations at key airports for
the airport operator is increased precision on general aviation, scheduled air carrier, and
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commuter service operations, and along prirpossible for systems used to track ground vehicles
cipal air routes following the transition to sat-only. Some vehicles would need to transmit posi-
ellite-based navigation. tion only, while others, such as operations and
_ firefighting vehicles, would need to have targets
28.1.8 Surface Surveillance displayed to the vehicle operator.

Today, airport surface surveillance is provided viz : :
sually by pilots, controllers, and vehicle opera?8'1'8'2 Cockpit Moving Maps
tors. At larger airports, visual surveillance is augBy combining GPS aircraft position data with an
mented by airport surface detection equipmesectronic map of the airport, the pilot can see the
(ASDE-3). Due to the high cost, equipping addiaircraft’s location on a cockpit display. Adding
tional airports with the ASDE-3 radar would notADS-B position reports from other aircraft and
be feasible; however, a new program for a lowatehicles to that same display will present a com-
cost surface movement detection system pairédete surface traffic depiction, which could facili-
with a conflict prediction capability has been aptate operations in limited visibility. Both NASA

proved and potential applications are being eval@nd the FAA have demonstrated the capability to
ated. transmit ATC traffic information via data link to

cockpit displays. The advantages to airports

The airport movement area safety system. : :
. ; ght include reduced need for pavement fillets
(AMASS), which tracks targets, applies safety ased on more accurate surface navigation by

logic, and alerts tower controllers to potential SurI'arge aircraft and reduced reliance on lighting and
face movement conflicts, is being deployed tg; : e .

. . ’ . ignage in extremely low-visibility operations.
ASDE-3-equipped airports. This AMASS func- ghag y y op

tion has also been demonstrated using ADS-B8.1.9 Information Sharing and Collaboration
Section 16, Surveillance, contains additional d

tails about the surveillance architecture. "o mprove capacity and reduce delay, the archi-

tecture provides for information sharing and col-
28.1.8.1 ADS-B laboration between users and service providers.

ADS-B avionics broadcast aircraft position, spee@irports will be able to receive information
(as derived from GPS), and other useful informdhrough the services described in Section 19,
tion (e.g., altitude, intent, aircraft identification)NAS Information Architecture and Services for
at regular intervals to other aircraft and groun§ollaboration and Information Sharing. This in-
stations. Depending on developments in the Sagéides the flight objects, which contain the status
Flight 21 Program, use of ADS-B for air-to-airof all aircraft flying into and from the airport.
surveillance (i.e., cockpit situational awareness)his information can be used for flight informa-
will begin in Phase 2 of the architecture. Use dfon systems within the airport terminal and for
ADS as a basis for airport surface surveillance fgheduling maintenance and snow removal opera-
slated to begin around 20086; its use as a meandigns. Airport systems will be able to communi-
surface surveillance has been demonstrated by i€ With FAA systems through appropriate infor-
FAA and the National Aeronautics and Space Adnation security protocols.

mlnlstratlon-(NASA). _ _ 28.1.10 Coordination of Plans
Ground Veh'des can be eq“'pp?d with ADS-B folr is essential to coordinate the NAS architecture
surface surveillance and vehicle managemen

Benefits such as more efficient aircraft servicin ith airport operators and state aviation agencies
. . €91 order to achieve the potential airport-related
snow removal, and airport maintenance will en-

. . . Henefits. The NAS architecture provides informa-
courage airports to equip vehicles. As long as tq n about changes in how and when services will

message br_oadcasts from t_he vehicle _and aircrg provided. Locally prepared airport master and
are _c_o_mpatlble, ATC and airport surveillance C‘F’}élyout plans provide details about future activity
pabilities can be merged. at specific airports and the development that will
Ground vehicle equipage costs are likely to bbe needed to accommodate it. Together, these
lower than the costs for aircraft equipage. Likedocuments will assist in planning capital invest-
wise, cheaper communications links would benents, addressing future noise and emissions
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strategies, and identifying opportunities to prolished annually, the Aviation Capacity Enhance-
vide additional services to airport users ment Plan focuses on the top 100 airports by en-
planements. It addresses the application of new
procedures, technology, and airspace develop-
Airport development—especially construction ofnment to supplement and enhance airfield con-
new runways, runway extensions, and major testruction.

minal expansions—can affect the local FAA

workforce, facilities and equipment (F&E) fund-28.3 Airport Funding

ing, and operations appropriations. Typical im-,. o
pacts inclucfl)e the needggr nF:aw Navaids;pconstru'é‘-'rport capital improvements are funded from a

tion of new towers and their necessary equipmer?\ila”ety of sources. Through the F&E program, the

and relocation of existing Navaids, undergroundAA pays for most navigation and approach aids

- -.and air traffic control facilities. Other airport im-
communications and power cables, radar units g . .
fovements on the airfield and in the terminal

weather sensors, and other miscellaneous eun - : .

. . rea are undertaken and financed by the airport
ment. Depending on the circumstances, the coosterator usually a state or local agency. Local
of this work may be shared between FAA and ai P ' y gency.

port operators, with some costs paid for by airpoﬁmds’ particularly from airport revenues and the

onerators through reimbursable agreements Issuance of bonds that are backed by future air-
P 9 9 " port revenues, are supplemented by the Airport

Changes in the NAS can result in new requirdmprovement Program (AIP) and Passenger Fa-
ments for airport development. For example, esility Charge (PFC) Program.

tablishing a WAAS instrument approach for a ) .

runway that does not already have an approadf€ AlP is a federal grant-in-aid program that ac-
for comparable minimum weather conditions ma§unts for about 25 percent of airport capital in-

generate projects to upgrade runway marking a &sf[ments. The.3,294 airports in the NPIAS are
lighting and remove obstructions. Very large in€ligible to receive AIP funds, and more than

vestments may be needed to acquire land, reloc&tQ00 grants are issued annually.

parallel taxiways, and otherwise bring airfields Ughe AP is distributed largely in accordance with
to the standards for low-visibility operations. Air-ca p priorities, and the program focuses on air-

port operators will need to decide whether or NG g improvements, especially those that are
to accept the approaches. safety-related. The AIP is particularly important

Needed airport development that is significant tt9 thousands of lower-activity airports that use all

national transportation is included in the Nationd?f their revenues for operations and maintenance
Plan of Integrated Airport Systems (NPIAS), a biand have little ability to undertake development

ennial report to Congress by the Secretary @\fithout financial assistance. There may be a Sig'
Transportation. Airfield capacity is the largest denificant future requirement for AIP grants to as-

velopment category in NPIAS, accounting for 28ist improvements—such as paving, lighting,

percent of development costs. The NPIAS co@rading, land acquisition, and obstruction re-

tains 3,294 existing airports, but development i&oval—needed by airports to obtain additional

concentrated at the busiest airports, with 44 pepstrument approach capability and other poten-
cent at the 29 large hub airports that each alal benefits of the improved NAS.

counts for at least 1 percent of the nation’s tot

passenger enplanements. The airfield capacity d he PFC is a locally imposed charge by air carri-
velopment included in the NPIAS will help allevi-'° for each _enplaned bassenger. PFC.:S account for
ate congestion at many busy airports. Howeve pout $1 billion annually and are particularly im-
certain large metropolitan areas, such as N rtant at busy airports where there are large
York, will still have severe problems, and thé].umbers of enp!anements. The FAA m_u_st autho-
FAA will continue to focus on the need for addifiZ€ PFC collection and use, but the eligible uses
tional capacity at those locations. are bro_ao!, and the use reflects the airport opera-
tor’s priority. There is a tendency to use PFCs to
FAA initiatives to enhance capacity are describeithprove passenger movement areas, such as ter-

in the Aviation Capacity Enhancement Plan. Pubminal buildings and ground access systems.

28.2 Airport Development

|_
<
o

JANUARY 1999 AIRPORTS — 28-7



NATIONAL AIRSPACE SYSTEM

28.4 Summary

The airport is a key component of the NAS. Air-
port operators are involved in many aspects of
system performance, including safety, capacity,
and environmental capability. The FAA will con-
tinue to work with airport operators to maximize
the effectiveness of NAS modernization initia-
tives.

28.5 Watch Iltems

e AIP funding level and stability in funding.
The AIP program helps large and small air-

28-8 — ARPORTS

ports expand to meet aviation needs. At the
current rate of aviation growth, new runways

will be needed. New airports at major urban

locations may also be needed between now
and 2015.

Airport development and FAA capital devel-
opment need to be closely linked so that air-
port operators and local FAA offices can plan
delivery of new capabilities more effectively.
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29 FACILITIES AND ASSOCIATED SYSTEMS

This section discusses three major FAA concernBased on their average age, most air traffic con-
(1) maintaining existing facilities, (2) replacingtrol (ATC) facilities will need to be substantially

and expanding facilities, and (3) new facilitiesrefurbished or replaced between 2001 and 2015.

Also discussed are human factors, risk-mitigatiomhe NAS architecture accounts for this needed ef-
activities, physical security, and costs related tort, and specific details will be developed over
these concerns. the next few years.

“Facilities” are defined as driveways, roads,l_h , s for facilit q db
grounds, and staffed or unstaffed buildings that € requirements for facllity upgrades caused by

are owned, leased, or maintained by the FAA. T do_ling or modifying_ ‘U_Sta”ed equipmen'_[ Wi” be
term “building” applies to an individual structure efined b_y the ?cqwsmg_rfl_ prtc_)grarprhprowdlng f[he
and to any enclosed, attached supporting utili ewteq_wplmgn or mo ||ca|_|ton. dese retthre}
systems such as electrical power conditioning agc"> NclUde space, quality and guantity o

distribution systems and heating, ventilation, angower and H\./AC'.A concur_rent determination
air conditionizg (HVAC) equipmgnt. by the responsible line of business (LOB) and the

o _ acquisition program will be made concerning the
Facilities must meet requirements mandated Bypact of equipment addition or modification on

public law and Executive order for facility acceSthe need for additional security risk-reduction
sibility and structural and nonstructural seismigyeasures at the facility.

reinforcement of occupied federal buildings.

Newly constructed facilities and retrofits for ex-q 1 Air Route Traffic Control Centers

isting structures are designed to meet these re-

quirements. Security risk-reduction measurebhe air route traffic control centers (ARTCCS)
such as fences, guardhouses, and access condiitd the national network control centers
systems—when determined to be necessary—gMNCCs) will get structural repairs, external re-
considered as part of a separate security risk-masairs, and internal remodeling. Old water and
agement system for the building or facility. Addisewer lines will be replaced. New or refurbished
tional requirements exist to upgrade the facilitieBackup power equipment, power conditioning

to accommodate security risk-management megquipment, and batteries will be provided.
sures. Physical security costs are covered in Sec-

tion 31, Mission Support. In addition, the FAA will make child care facili-

The FAA maintains and improves buildings an§€S_available to employees at each of its
structures that house NAS equipment and persdi1CCs. These faciliies will be completed
nel (see Table 29-1). Several key facilities ar@ithin the nextfew years.

near the end of their forecasted structural eco- .
nomic life. 29.2 Terminal Facilities

Refurbishing or replacing these facilities will SUSNAS terminal facilities include airport traffic con-
tain their existing capability. In cases where faciltrol tower (ATCT) and terminal radar approach
ities are leased, landlords are responsible febntrol (TRACON) installations. TRACONS in-
some maintenance. However, the FAA maintaingude a category of large TRACONS, which con-
thes_e facilities to the extent agreed upon in thsplidate the terminal control responsibilities for-
leasing agreement. merly managed by two or more TRACON facili-
Table 29-1. Average Age of Key NAS Facilities ties. A current e_xample IS t-he proposed Potomac
Nveraos Ade TRACON that will control airspace presently un-
Facility Type Number (Yegars)g der the jurisdiction of Dulles, Baltimore-Wash-
ington, and Ronald Reagan Washington National

ATCT (Towers) 49 2% Airports, along with Andrews Air Force Base—
ARTCC (Centers) 20 40 all located in the Washington, D.C., metropolitan
TRACONS (Terminals) 171 22 area.
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Table 29-2. New TRACON Consolidations

Large TRACON

Consolidated TRACONs

Denver

Colorado Springs
Pueblo
Grand Junction

Atlanta

Atlanta
Macon
Columbus

Potomac

Dulles
National
Baltimore
Andrews AFB

Northern California

Oakland

Sacramento

Stockton

Monterey

Selected Oakland Center Sectors

Central Florida

Jacksonville
Orlando
Tampa
Patrick AFB

?ource: N)AS Transition and Integration, Terminal Facilities Division

29.2.1 TRACON and Airport Traffic Control

Tower Facilities

the combined center radar approach control
(CERAP) in Hawaii. A TRACON/tower facility
will be completed for Austin-Bergstrom Interna-
tional Airport. Several other airports will qualify
for federally funded contract ATC facilities.

29.2.2 Large TRACONS

The New York TRACON facility will be ex-
panded or replaced. The five facilities shown in
Table 29-2 will consolidate several existing ATC
facilities into a single ATC facility. These facility
consolidations will support a more efficient de-
sign of the airspace in selected U.S. geographic
areas. Facility consolidation will improve ATC
operations and reduce the total cost of operating
multiple smaller facilities.

Airspace actions are subject to environmental as-
sessments and procedures if the area of the pro-
posed facility is less than 3,000 sqg. ft. Compliance

with the National Environmental Policy Act of

Standby power and HVAC equipment at all facili1969 (NEPA) is mandatory for each organization
ties will be replaced over the next 20 years. SI&tabhshmg an airspace Conﬁguration_
security systems will be upgraded, with special

attention given to the physical security at supporbg 3 Flight Service Station Facilities
ing facilities located on remote islands.

Annually, selected ATCT installations and TRA
CONs are modernized to accommodate addition
traffic at airports and to extend their service life,
TRACONSs/towers are replaced or consolidat
with other operations if they have reached the e

of their economic life.

e

The installation of the Operational and Support-

%Pility Implementation System (OASIS) requires
additional space, electrical power capacity, and

’FVAC at existing automated flight service station

éFSS) locations. In addition, power conditioning
and battery backup capabilities will be added at
those AFSSs that experience frequent interrup-

Airport cable loop systems are being upgraded ¢ions due to power fluctuations.

replaced with fiber optic technology. This up-

grade provides the facilities with state-of-the-arbg9.4 General NAS Facilities

communications pathways and allows for redun-

dant nodes and pathways for communication§eneral NAS facilities—numbering well into the
should a cable cut occur.

Airport traffic control towers and TRACON facil-
ities are evaluated for modernization or replac
ment in accordance with FAA Order 6480.17,
Fifty-three facilities are qualified and validate
for establishment or replacement, with 18 of the
presently under construction and installation 03

electronics.

S

thousands—house and support communications,
surveillance, and navigational aids. All of these
facilities are aging and must be periodically refur-

Bished. This ongoing need is handled by prioritiz-
dmg the facilities on the basis of their condition,

criticality of their function to the NAS mission,

d other criteria. The top-priority facilities then
eceive roofs, paint, siding, or whatever is needed
to complete refurbishment and bring the facility

Over the next several years, the FAA will buildup to current standards. Additional requirements
six to eight replacement facilities per year. Thexist to upgrade the facilities to accommodate se-
Honolulu TRACON will be expanded to housecurity risk-management measures.

29-2 — FACILITIES
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29.5 NAS Support Facilities Most new systems, especially commercial-off-

Facilities and equipment at the William J. Hughe#e-shelf-based workstations, require several min-
Technical Center (WJHTC) in Atlantic City, N.J.,Utes to reboot and reload software when power is
are failing and need refurbishment. Specificallynterrupted. For some critical air traffic systems
chiller and boiler units and electrical substationdnd services, this type of interruption is unaccept-
are scheduled to be refurbished or replace@Ple. To prevent these occurrences, uninterrupt-
Drainage system and fire protection system infible power systems are provided. The most ex-
provements will be accomplished. RefurbishPensive components are the batteries, which have
ment of FAA-owned airport runways, taxiways?2 Service life of 5 to 10 years.

shoulders, and airport lighting systems is planne%\pproximately 3,500 engine/generator units are

Plans include new facilities at the Mike Mon-available for standby power. Most of these en-
roney Aeronautical Center (MMAC) to providegines are over 20 years old and are being replaced
areas for training, logistics, engineering, and aeon a scheduled basis. The current goal is to main-
omedical research. New training complexes willain an engine/generator inventory that is no more
provide classrooms, training laboratories, anthan 15 years old.

work areas. New engineering support areas will ) )
accommodate support personnel, systems, eun@cmty power systems, including power control

ment, and functions for defining and resolving@P!es and lightning protection, are also consid-
NAS problems, sustaining engineering function@,re_’d part of the infrastructure and are currently
and related activities. The logistics support are?€ing upgraded.

provides space for repair, test, quality control, e
gineering, and supply support functions. Th
Civil Aeromedical Institute, general AeronauticalThe FAA is subject to a number of environmental

Center operations (e.g., storage, staging, shippingatutes and regulations when either establishing
maintenance, flight line support), and other tenagk disposing of facilities. These concerns are ad-
needs will be accommodated. dressed in Section 30, Environment and Energy.

29.6 FAA Residences (Employee Housing) 29.9 Facility Security

The FAA operates and maintains quarters for em- N
ployees and their families in remote areas whefd'€ FAA uses thousands of navigation and ATC

suitable housing is unavailable. This ongoing efacilities of all types, sizes, and functions to carry
fort provides, maintains, and refurbishes resPUt its responsibilities for efficiently managing
dences and other temporary quarters in Alaskgnd controlling the NAS. Damage to or destruc-
the Caribbean, the Grand Canyon, Nantucket, aidn Of any FAA facility has a measurable affect

the Pacific Territories. The FAA also leases hou" _t_he NAS_—d‘?pe_”d‘F‘g on the criticality o_f the
ing units when it is economical. acility and its mission in overall NAS operations.

Federal facilities may be vulnerable to potential
29.7 Facility Power System Maintenance internal sabotage and external attacks, which

Current power systems provide for various leveould disrupt NAS operations, degrade flying
of reliability for the NAS system, service, or facil-Saféty, compromise national security, and damage
ity to be supported. The level of air traffic activitythe€ U.S. economy.

determines the design of the power system
stalled. The most critical facilities—ARTCCs an

sorrtme Iargeh'l_'R;]AC(l)l\(ljs—??ve tn:ultlple redl;nldadrgssets at FAA facilities need to be identified, risks
systems, which include at least two separately gésessed, and the threats and vulnerabilities to

rived utility power sources, multiple UnINterrupt-y, o6 assets reduced or eliminated. Physical secu-

able p_?wter si?/stefms, an_d e/xcess e:[nglfnt_allgeneraﬁ&r must be addressed in an orderly, logical pro-
capacity to allow Tor engine/generator failure. oo that results in cost-effective risk reduction

Newer technology systems have less tolerance fand minimizes operational inconveniences while
power interruptions than the older equipmenpreserving operational integrity.

Ié_9.8 Environmental Concerns

™Il elements of the FAAs critical infrastructure
eed physical facility security protection. Critical
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As a federal agency, the FAA and its facilities are  Environmental control systems
required to comply with those minimum facility ,
physical security standards identified in the June
1985 Department of Justice (DOJ) repbitiner- The design of a NAS facility should emphasize
ability Assessment of Federal Facilitithe FAA the internal and external configuration of the fa-
is currently conducting facility physical securityCility and the proper placement of assets or re-
surveys and assessments to identify critical secéeurces having security considerations. The cor-
r|ty risks. These surveys will lead to risk-reducfect location of a faClIlty function can often serve
tion measures that will ensure each facility meegs an effective safeguard and deterrent against un-
baseline security standards identified in the DCRMthorized entry, theft, or sabotage.

report and FAA Order 1600.6¢ (FAA Physical Segjectronic card access systems, intrusion detec-
curity Management Program). tion alarms, and closed-circuit television are in-

Plans for new facilities or major modification tocréasingly used in FAA facilities. Close coordina-
existing facilities will be coordinated with the Of- tion with ACO-400 and the responsible civil avia-

fice of Civil Aviation Security Operations (ACO- tion security regional office will ensure human re-
400) to ensure appropriate security measures ha¥rces, equipment hardware, and software are
been included in the design plans. Facilities th&{lly integrated for the protection of personnel,
are to be occupied by FAA elements must haJacilities, and assets. FAA regional civil aviation

provisions that enable facility management to; ~ Security offices will conduct security surveys of
new or renovated existing facilities to determine

* Control access into the facility at all times  and establish baseline security risk-reduction
— Reduce the number of entrances to the mifleasures that will ensure that each facility meets

imum consistent with the operational needdhe minimum federal physical security standards
of the facility identified in FAA Order 1600.6¢c and the DOJ re-

ort.
— Locate parking 100 feet from the facility P

and in one area on the facility site 29.10 Human Factors

« Control the removal of and/or the unauthoProviding the proper facilities and environment

rized access to FAA property, equipment, pefo! the people and equipment that support the
sonnel. and official records NAS requires application of human factors engi-

neering during the acquisition of FAA facilities

+ Obtain protective services and/or publiqwhether new, modified, or consolidated). This
safety response when disorders or other emeipproach is similar to the way human perfor-
gency situations arise. mance considerations are incorporated into other

Utility systems vital to the continued operation of AA acquisitions for systems and services.

the NAS facility will be protected against tamperHuman-workspace interfaces, human operational
ing, vandalism, and sabotage. Where possible, aequirements, and associated safety consider-
eas containing critical utility systems will not beations within the facilities are the basis for includ-

located adjacent to high-use areas, such as lo&ly human factors engineering during the plan-

ing docks, visitor entrances, parking areas, etging (buy, lease, or build), alternative analysis,

Where key utilities must be located outside theesign, testing, and acceptance of facilities. Hu-
main structure, whenever possible they will nathan factors engineering focuses on identifying

be located within 100 feet of the perimeter fencend resolving human engineering and ergonomic
boundary, or parking areas. Such utilities woultbsues related to operational requirements, work-
include: space and equipment layout, team communica-
tion, organizational design, and personnel health,

comfort, and occupational safety.

* Power supply equipment 1o include M rhis approach reduces long-term costs (through
gency power equipment

efficient design and use of personnel resources,
« Power conditioning equipment and rooms  skills, training, and procedures for the facility),

Air conditioning rooms and equipment.

« Telephone and electrical closets
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1998 Constant Dollars
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Figure 29-1. Estimated Facilities Costs

minimizes the need for facilities modificationfrom 1998 through 2015 are presented in Figure
(through improved compatibility and suitability29-1. OPS costs are for computer aided engineer-

with the operational and maintenance conceptshg graphics (CAEG) system maintenance.
and enhances the performance of NAS operations
and maintenance. 29.12 Summary

29.11 Costs The FAA must continue to maintain its facilities
The FAA estimates for facilities and equipmenand associated systems. The key facilities in the
(F&E) and operations (OPS) life-cycle costs foNAS are aging and supportability of the facilities
facilities and associated equipment architectuis a critical need that the FAA can no longer defer.
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30 ENVIRONMENT AND ENERGY

30.1 NAS Modernization Impact portunity, and a Healthy Environment for the Fu-

NAS modernization will produce a series of exiure. One of the key principles of sustainable de-
pected environmental benefits, including fueyelopment is that a healthy economy depends on

conservation, fewer FAA facilities, and more enb€althy communities and a healthy environment

) ) ) ~ . will foster safety in aviation, in tandem with fed-
Air travel fuel conservation will reduce emissiongy | goals for national security, economic growth

of greenhouse gases and other pollutants. Estfyyironmental health, and community needs.
mates of reductions for the years through 2015

were developed for a projected fleet mix and prothe FAA has developed and is implementing spe-
jected traffic increases by phase of flight (e.g., efific mandated programs in the areas of environ-
route) in the continental United States. Results ifideéntal compliance, occupational safety and
dicate potential annual savings of over 10 billioR€alth compliance, and energy conservation.
pounds of fuel, over 200 million pounds of both’hese programs apply to acquisition of new
nitrogen dioxide and carbon monoxide, and 68quipment and facilities and disposal of existing
million pounds of hydrocarbons, as compared t@duipment and facilities.

what would be used without NAS modernization,, the decisionmaking process for siting, operat-

The Global Positioning System (GPS) is expectdfid, and disposing of new FAA facilities, the FAA
to require fewer land-based navigation facilitieds required to consider the effects of proposed ac-
Thus, this land may be available for other useons on the human environment by the National
and less use of environmentally sensitive lands fvironmental Policy Act of 1969 (NEPA) and
expected. New facilities and equipment will genthe Council on Environmental Quality (CEQ).
erally be more energy-efficient, which will reducelhe NEPA process is intended to help public offi-
FAA operating costs and emissions of greenhou§éls make decisions that are based on under-

gases and other pollutants from these facilities. standing of environmental consequences and take
actions that protect, restore, and enhance the envi

nment.

PART Il

Contaminated sites will be cleaned up during t
decommissioning and disposal process. While
some real property, equipment, and supplies méythough the primary consideration in moderniz-
be preserved by the FAA or other organization#)d the NAS is aviation safety, the NAS—to be
much will be recycled or used for non-FAA puracceptable to the public—must and will address
poses. With fewer land-based facilities, commuether public concerns related to human health,

nity controversy over aesthetics and electromayelfare, and safety. These concerns about impacts
netic fields may be avoided. on the human environment (both positive and

. ,negative) include noise changes, community dis-
The NAS architecture demonstrates the FAA ption, relocation, surface and air traffic

leadership in meeting federal goals for SUStainabJ:‘?\anges, changes to sensitive cultural and natural
qevelopr?ent. _Sustalnable development is .d?ésources (e.g., preservation of wildlife refuges,
fined as “meetling] the needs of the present wit National Parks, and bird sanctuaries), air and wa-
O.Ut compromisin_g the ability of future generdig, quality, Wat'er and sewer demand’, energy de-
tions to meet their own needs.” mand, aesthetics, site cleanup, and concerns about
The United States committed itself to sustainabklectromagnetic fields.

development at the 1992 United Nations Confer- ] ]

ence on Environment and Development in Rio de2-2 Environmental Compliance and Cleanup
Janeiro and in the 1996 President's Council darogram

Sustainable Development reporSustainable The FAA recognizes the need to comply with all
America: A New Consensus for Prosperity, Ofederal, state, and local environmental require-

1.  Our Common Future, 198Brundtland Report), United Nations World Commission for Environment and Development, 1987.
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ments. The agency has moved forward with imFAA program will integrate “best available tech-
plementing the Hazardous Materials (HazMathologies” into acquisitions to improve system op-
Management/Environmental Cleanup Program @rability while reducing energy consumption. By
systematically identify, evaluate, and remediatmonitoring utility resource expenditure savings,
environmentally contaminated sites in the NA$he FAA will be able to retain and reinvest the
(including site characterization, remediatiorsavings in the energy program’s future.
plans/designs, cleanup activities, and monitoring). )

Programs include, but are not limited to, the fuet0.5 Property Transfer Environmentall

storage tanks, recycling and waste minimizatiorability

hazardous waste disposal, contamination asseag in the private sector, federal agencies may be
ment and cleanup, and polychlorinated biphen¥eld liable for cleanup of site contamination as an
(PCB) programs. owner or operator of a site under the Comprehen-
_ sive Environmental Response, Compensation,
30.3 Occupational Safety and Health Program and Liability Act (CERCLAI?). As a resuIE evalu-
The mission of the Occupational Safety andting candidate properties for potential environ-
Health (OS&H) program is to provide for the ocimental contamination and liability has become
cupational safety and health of employees, prene of the essential steps in real property transac-
vent accidental loss of material resources, avottbns. Known in the FAA as the Environmental
facility interruptions due to accident or fire, andDue Diligence Audit (EDDA), this evaluation
enforce a system of formal accountability. This iprocess applies whether acquiring, leasing, trans-
accomplished through regulatory compliance arférring, or terminating agency interest in real
program management principles. The programroperty. As the NAS architecture is realized, real
provides the comprehensive, agencywide occupproperty transactions—terminations or disposals
tional safety and health actions/activities (includef property in particular—will increase. To avoid
ing fire life safety) necessary to ensure FAA comleng-term liability and ensure compliance with
pliance with federal mandates and negotiatsdERCLA and the Community Environmental Re-
agreements to integrate a philosophy regardirsponse Facilitation Act (CERFA), the FAA must
these areas of effort into the FAA culture and toonduct EDDAs, document hazardous waste ac-
promote a safe and healthful workplace. tivities, and clean up any contamination on real

This effort starts in the design phase of a Sys,[eproperty transferred out of the Federal Govern-
ent.

or project, thereby reducing the probability of ret-

rofit or noncompliance, and continues thl’OUghOLgoﬁ Research, Engineering’ and Development
the entire life cycle. Significant parts of the pro-

grams are field-oriented and administered at tHe/Ot€Cting the environment poses the greatest sin-
regional level. Some examples of mandated prdi€ challenge to continued growth and prosperity
grams are the Lockout/Tagout, Fire Protectior?,f the aviation system. The FAA is committed to

Fire/Life Safety, Confined Space, Fall ProtectiorEnvironmental stewardship of all programs, sys-
tems, and facilities in order to identify and correct

Hearing Conservation, Personnel Protective "
Equipment, Compressed Gas Safety Hazafvironmental problems before they pose a threat

Communication, Training, Walking/Working Sur-t0 Public welfare, employees, or the quality of the
faces, and Housekeeping programs. environment. Through an optimal mix of aircraft

and engine certification standards, operational
30.4 Energy Conservation procedures, compatible land use, and abatement

The Federal Energy Act and Executive Ordetechnology, the agency intends to reduce the im-

12902 require the FAA to reduce facility energ3§5a¢t of aircraft noise.

consumption to 1985 levels. Recent federal legighis will also minimize the impact of aircraft
lation also requires all federal agencies to use lifemissions and assist airports in applying practica-
cycle costing analysis when procuring new sy$le measures to avoid or minimize adverse im-
tems in order to enhance the transition of new amécts on air, soil, and water quality. The FAAs
efficient technologies into the workplace. Thd”lan for Research, Engineering and Development
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details the programs selected to ensure continupliance for 1998 through 2015 are shown in con-
safety, security, capacity, efficiency, and an envstant FY98 dollars in Figure 30-1. Estimates for

ronmentally sound aviation system. The R,E&Dperations (OPS) costs are included in Section 31,
Plan should be consulted for detailed informatioMission Support.

in this area.

30.8 Summar
The FAA and the National Aeronautics and Space y

Administration (NASA) have been working to-Modernizing the NAS will have predictable and
gether on this issue. In 1995, the FAA and NASAnpredictable impacts on the environment. Many
administrators Signed a memorandum of unde@_f the mOdernization Eﬁorts will have the benEﬂt
standing (MOU) on airspace system users oper@f reducing pollution and gaseous emissions. Re-
tional flexibility and productivity. placing the aging NAS infrastructure, however,

. _ poses numerous problems in terms of avoiding
The MOU establishes an FAA/NASA interagency, ;e pollution, as well as unknown costs for re-

air traffic management integration product teaZEabilitating contaminated sites scheduled for de-

(IAIPT) responsible for planning, oversight, an ommissioning or replacement.

management of joint efforts. The principal defin-
ing documents for the IAIPT are tHategrated The Federal Energy Policy Act and Executive Or-
Plan for ATM Research and Technology Develogier 12902 require the FAA to meet certain energy
mentand the IAIPT management plan. and water conservation goals. The goals are to re-

duce cost, improve the environment, and mini-
30.7 Costs mize the use of petroleum-based fuels in FAA
The FAAs estimates for research, engineerindpuildings and facilities. The FAA is required,
and development (R,E&D) and facilities andamong other things, to reduce energy consump-
equipment (F&E) for environment and energyion in FY00 by 20 percent from FY85 levels and
life-cycle costs associated with regulatory comin FY05 by 30 percent from FY85 levels.

1998 Constant Dollars
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Figure 30-1. Estimated Environment and Energy Costs
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31 MISSION SUPPORT

Mission support services assist the agency in danalysis System (CODAS), and the National Air-
livering primary services and meeting strategispace System Performance Analysis System
and performance goals cited in th&@A Strategic (NASPAS).

Plan. )
Airspace Management

For this discussion, mission support services FAA h todial ¢ ibil
grouped into three categories: strategic suppQ € » has custodial management responsioil-
d for airspace. The existing airspace structure

functions, tactical support functions, and busine desi q dth t that ai
operations. Strategic support functions suppo as designed around the concept that airspace can
B partitioned into volumes that air traffic control-

the agency over the long term, whereas taCticers could monitor and use to maintain separation
support functions are involved with day-to-da L aircraft. Increased traffic and chan °p i
agency operations. : . INging cus
tomer needs have required changes in operations
Three major assumptions have been made for paid air traffic management and have highlighted
poses of this discussion. First, specific hardwarghe need for airspace management to evolve and
software, or other items needed by a support fungscus on a national perspective. The strategic air-
tion (e.g., Logistics Center spare parts) to implespace management function identifies the require-
ment a particular program will be identified, apments and plans for airspace changes and also
proved, and funded as part of that programsupports their implementation. A key system sup-
through the investment analysis process. Secorbrting this function is the airspace analytical tool
all FAA personnel costs to perform the functiongystem (AATS). The system analyzes NAS air-
identified in this section have been captured igpace safety, efficiency, capacity, design, and bill-
Section 12 and Sections 14 through 27. Third, theg (i.e., user fees). It also assesses environmenta

final disposition of a support system used in NA§ssues associated with airspace changes.
modernization (e.g., one used for testing or train-

ing) will be decided during the investment analyAeronautical Information Service

sis process. The Aeronautical Information Service collects,
31.1 Strategic Support Functions v_alidates, and _disseminates aeronautical informg-
' _ _ tion. The service provides an up-to-date reposi-
Strategic support functions are performed by ongyy of information about NAS elements (e.g., air-
or more FAA organizations to support air trafficports/runways, Navaids, fixes, remote communi-
management or regulation and certification segation outlets, and towers). The aeronautical in-
vices over the long term. formation is used for publishing charts and
documents and as electronic NAS configuration

. . . . data for airspace analysis, flight service, weather,
The Air Traffic Services (ATS) NAS mtegratedand other electronic systems. The future architec-

performance management function develops CURire of the Aeronautical Information Service is

tomer-oriented - outcome-based system IoerfoEfesigned for source data entry and online access

mance measures and monitors system perf%- current information. The Operational Data
mance. It also recommends strategies for perfo'{’/I

. lanagement System (ODMS) is replacing the
mance improvement. Performance measures re

. , Irrent closed system architecture.
resent operational outcomes desired by NA y
users. The outcomes reflect overall performanoza‘r Traffic Operations and Procedures
across all air traffic management services.

|_
<
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NAS Integrated Performance Management

The FAA needs the capability to monitor and
Performance measures are developed in conjumanage its air traffic operations on a continuing
tion with the user community. Systems initiallybasis. It also needs to plan for meeting the de-
supporting this function include the Air Trafficmand of current and future forecasted air traffic
Operational Management System (ATOMS), Naservices. The strategic operations and procedures
tional Airspace Information Monitoring Systemfunction supports these activities. This function
(NAIMS), the Consolidated Operations and Delagevelops and maintains the FAAs NAS Concept

JANUARY 1999 MISSION SUPPORT — 31-1



NATIONAL AIRSPACE SYSTEM

of Operations document used to guide NAS archat all times and be free of radio frequency inter-
tecture development; assists with requirementsrence. This function provides support to obtain
validation and with implementing new system&nd protect necessary frequencies for current and
into the NAS; and develops and publishes new duture NAS operations. Additionally, the FAA
traffic procedures required to support NAS modprovides both national and international coordina-
ernization. tion for aeronautical mobile services, aeronautical
. , fixed services, and aeronautical mobile satellite
NAS Transition, Integration, and Implementa-  ggrices in developing International Civil Avia-
tion tion Organization (ICAO) standards and recom-
This function supports the capability to implemended practices.
ment and integrate new systems and facilities in

the NAS. Types of activities include site selectio for NAS mod
analysis, site preparation and construction, equif dUency management support for modern-

ment installation and testing, facility transitionZation Projects. Furthermore, the function pro-
plans, system inservice reviews, and other actif!4€S the regions with the training, resources, and
ties. It develops guidelines and policies for transfduiPment (i.e., spectrum analyzers and hand-
tion planning of NAS programs and identifies an eld direction finders) required to independently

coordinates resolution of implementation andf€Ntify the source of interference in a timely
transition issues among NAS programs. manner.

This function includes computer-aided engineeSystem Requirements, Design, and Acquisition

ing and 3-dimensional design tools for facilityThis function identifies and prioritizes mission
modeling and site analyses that support transitiofeeds; baselines system cost, performance, and
installation, and site planning. user benefits; documents requirements; recom-
mends alternative solutions; and supports imple-
) ] i i mentation of selected alternatives. The function
This function provides guidance and tools tQoyvides automated tools, facilities, and processes
monitor NAS systems and manage the operatigg, research, engineering, and development
and maintenz_ince of the systems. It also provide,E&D) management and implementation, mis-
for the planning and management of leased cogon and investment analysis, system engineering

munications. and analysis, software engineering analysis, sys-
tem development and testing support, program

System Support Operations . ; ) o
This funci 'd dievel hard engineering and evaluation, acquisition support,
IS function provides second-level hardware ang,qiem, jmplementation, and deployment deci-

software engineering support to the NAS field faéions

cilities. The function includes documentation

control, publication and issuance of directiveslhis function develops and maintains the NAS ar-
and inservice improvements. Strategic operationghitecture. It manages crosscutting NAS informa-
support activities include planning for secondtion technology programs, such as NAS
level engineering support, managing the NA®formation standards activities and NAS infor-
software life cycle, developing second-level namation security activities. Costs for these activi-
tional software engineering policy, providing softties are covered in Sections 19 and 9 respectively.
ware support tools and practices, and providinig also provides R,E&D management, NAS pro-
configuration management of inservice hardwargram management, mission and investment anal-
and software. ysis, and system engineering.

is function provides spectrum engineering and

System Maintenance Operations

NAS Spectrum Engineering Management Operational Testing and Aviation Research

By national policy, the FAA is the manager of allThe William J. Hughes Technical Center

aeronautical spectrum required to support NAGVJIHTC) provides technical laboratories to sup-
communications, navigation, and surveillanceort NAS testing and aviation research activities.
(CNS) systems. This spectrum must be availablkhis function coordinates space requirements, in-
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stallation plans, and changes to ensure the laboraplacement, upgrades, and conversions to reduce
tory meets testing and research needs. Other teclerall training costs.
nical laboratories are used by the FAA, and the

costs for these laboratories are captured undepe Center for Management Development sup-
each individual application. ports the agency’s continuing efforts to ensure a

. ) ) . . safer, more efficiently managed NAS. The cen-
This function provides unique nonoperational test s curriculum is  broad and designed to

beds, not available elsewhere, that duplicate tgengthen hoth interpersonal and technical man-

NAS environment. This function also provideggement skills. All courses focus on actual job
support applications, fixed-wing aircraft and heligynctions to help build the specific skills needed
copters to provide flight data for projects, ATG, improve job performance.

simulation support, data centers for computa-
tional modeling and research data analysis, arl’i‘ﬂght Inspection and Procedures
human factors support.

o Flight inspection and procedures functions are
Logistics Support performed by Aviation System Standards (AVN)
The logistics function is responsible for depot andt the MMAC, FAA Headquarters, the Air Traffic
limited field maintenance; supply support forControl System Command Center (ATCSCC),
NAS equipment and agency aircraft; replenishingnd in the regions. The National Flight Proce-
and repairing spares; and purchasing, leasing, atidres Office, located at the MMAC, is the central
managing real estate, including land, office spackcation for the development and standardization
and specialized facilities. This function identifiesof instrument flight procedures and related techni-
the requirements for and funds the acquisition @fl support functions. The Flight Inspection Oper-
spare parts and repair services and other logistiegions Division performs flight inspection func-
related activities, such as contracted logistics supens and provides the tools and infrastructure to
port and logistics training. support in-flight inspection and evaluation of air

o navigation aids and instrument flight procedures.
Training The FAAs flight inspection aircraft support do-
The training function, as defined here, supportsestic, foreign, and military worldwide naviga-
general FAA training requirements, includingtional air inspection requirements.
those for NAS modernization activities and oper-
ations. The FAA Academy at the Mike MonroneyT his function procures and leases FAA flight in-
Aeronautical Center (MMAC) conducts technicabpection aircraft and provides FAA Academy
training and maintains high performance starflight simulators used to train aviation safety in-
dards for air traffic controllers, engineers, inspe@pectors. The function also develops automated
tors, and other FAA specialists. A portion of théystems, including the instrument approach pro-
academy is dedicated to training international av¢edures automation (IAPA) system and the avia-
ation personnel through the International Trainingon standards information system (ASIS). The
Services Center (ITSC), which promotes seamle¥8PA system provides automated tools to assist
transitions by introducing the new technologiegevelopment of timely and accurate standard in-
being incorporated into the NAS. strument approach procedures (SIAP).

Academy classrooms, laboratories, and instiugre g, 1atory and Certification Activities

tional staff work areas need to be modernized to

fulfill the FAA training mission to coincide with This function includes regulatory and certification
new technologies entering the NAS. The trainingctivities not covered elsewhere. It provides the
function identifies requirements for and providesools and processes needed to support ATS and
the tools and internal infrastructure to deliveother organizations in performing regulatory- and
technical training courses. This function includesertification-related activities. A key system sup-
funding for the FAA Academy, contracted train{orting this function is the obstruction evaluation/
ing, and computer-based instruction equipmeiirspace and airport analysis (OE/AAA) system.
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31.2 Tactical Support Functions uation and verification; and conducting system

These functions are performed by one or mo.%hakedown tests.
FAA organizations to support air traffic managet ogistics Support

ment and regulation and certification services. This support function provides procurement, real

estate, material management, and automated data
) _ processing support services to implement capital
The tactical operations and procedures suppPGilyestment programs in the regions and centers.

function monitors day-to-day NAS operations. ltrhis function uses contracted support for many of
also includes such activities as contingency plags activities.

ning and facility evacuation.

Air Traffic Operations and Procedures

Training
Flight Advisory and Hazardous Information The tactical training function provides on-the-job
Service training for controllers and other specialists. This

This service provides real-time information affunction supports technical training conducted or
fecting flight conditions to pilots by issuing no-contracted out at regional or local facilities.

tices to airmen (NOTAMs). NOTAMs are col- : .

lected, processed, and distributed via the weath?(lﬂ"3 Business Operations

message switching center replacement (WMBUsiness operations functions support the deliv-
SCR), the Consolidated NOTAM System, the Naery of all FAA services. The following paragraphs
tional Airspace Data Interchange Network (NAProvide high-level descriptions of several busi-
DIN), and other means. The Consolidatefi€ss operations functions.

NOTAM System will be replaced by ODMS. Management and Planning

System Maintenance and Operations Support This function includes activities such as conduct-

. . ing special studies, evaluations, and appraisals;
System maintenance and operations (SMO) sup- ) X . UL
. : . . eveloping staffing standards; disseminating in-
port provides onsite maintenance anql repair Sgtr)'rmati?)ngand poligcy' and supporting the aggncy
vices through_out the NAS.' These Services inclu i organizational an:aIysis management studies
site program implementation of new facilities an(gnd mana ' > ’
. 6 . . . gement productivity. It implements the
equipment; first-level technical engineering SUPational Performance Review (NPR) Customer
port for the NAS hardware and software; certifis

cation and verification of operational hardwareS ervice Initiative, supports strategic and business
rformance planning efforts, and develops the

and software; day-to-day technical assistance a vernment Performance and Results Act
coordination for hardware and software users; aQ&OPRA) Annual Performance Plan

certification of services provided to the air traffic '

environment, automation, communications, angafety Data Analysis and Reporting

surveillance. FAA management needs timely, accurate, and
comprehensive information to support safety de-
cisionmaking. The safety data analysis function
Tactical support includes developing hardwargrovides the tools to identify previously hidden
and software modifications, implementing apindicators of potential safety problems. The NAS
proved changes, evaluating systems and systgyata Analysis Center (NASDAC) facility has
changes, and other tasks as required to ensuregigen established at FAA Headquarters to support
liability and maintainability of the NAS. Opera-thjs function. Online services will be provided for

tional support activities include maintaining opereAA personnel and for the public.
ational software for all NAS systems; providing

second-level hardware and software engineerifddman Resources Management

support to field facilities; developing and imple-This function develops plans and programs relat-
menting hardware and software enhancementasg to recruitment; employment; compensation;
participating in systems operational test and evabenefits; performance management; training; hu-

System Support Operations
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man resource planning, evaluation, and develop-
ment; and labor and employee relations. The
function supports all training activities not ad-
dressed elsewhere. *

Financial Resources Management

The financial resources management function de-
velops plans and programs for accounting, bud-
get, and financial management, including finan-
cial management systems. It prepares financial
management reports, performs accounting opera-
tions, prepares and justifies budgets, sets travel
policy, collects user fees, and supports financial
reform initiatives. The function, under the guid-
ance of the Chief Financial Officer, implements
the agency’s Internal Control Review Program
and the Federal Integrity Act Program. It also de-
signs and implements the new cost accounting
system to study the possible implementation of
user fees and meet other new requirements.

Information Resources Management (IRM)

This function plans for and develops corporate in-
formation systems and maintains corporate infor-
mation technology management policy. All FAA
organizations participate in this function. It man-
ages crosscutting information technology activi-
ties and major information technology service
contracts such as the integrated computer envi-
ronment-mainframe and networking (ICE-MAN).
This function also implements the Information
Technology Management and Reform Act of
1996 (ITMRA). Major IRM/IT activities include
the following:

* Year 2000 (Y2K) Computer Progranihis
activity provides for the renovation of all
FAA systems that are currently not Y2K-
compliant. Many FAA systems, including its
core business systems as well as those that
comprise the NAS, have been identified as
mission-critical and will be affected by the
Y2K problem. All FAA systems must be
Y2K-compliant before the arrival of the mil-
lennium to ensure continuation of safe, effi-
cient, and reliable air traffic services. FAA
systems are undergoing a five-phase Y2K re-

pair process, consisting of awareness, assess-

ment, renovation, validation, and implemen-
tation. Through this process, all FAA systems

JANUARY 1999

will be certified as Y2K-compliant and im-
plemented by June 30, 1999.

Corporate Systems Architectufghis activity
establishes, maintains, and enhances an
agencywide systems architecture. It concen-
trates on three distinct elements: software en-
gineering; technology and architecture; and
data management, access, and information
technology security.

— The software engineering element focuses
on improving the maturity level of FAA
organizations and major system suppliers,
developing an information architecture for
the current Host system to support Host re-
placement activities, providing guidelines
for using commercial off-the-shelf (COTS/
nondevelopmental items (NDI) in ground-
based systems, and developing guidelines
and procedural changes necessary to
streamline the software aspects of certifi-
cation for avionics and ground-based sys-
tems. Also, the FAA will help RTCA Spe-
cial Committee 190 elaborate guidance on
use of DO 178B for ground-based systems
and using COTS components. This activ-
ity will be supported by multiyear FAA
programs to increase knowledge of how to
certify COTS software components to DO
178B.

— The technology and architecture element
develops standards and implements an in-
teroperable infrastructure to guide govern-
ment, industry, and the FAA in purchasing,
developing, and certifying software-inten-
sive systems. It will permit applications to
run on a variety of hardware platforms and
minimize the cost of incorporating new
standards in software and hardware.

— The data management element supports
establishment of secure electronic data in-
terchange to ensure access to information,
people, and organizations needed for deci-
sionmaking.

NAS Management Automation Program
(NASMAP).This activity provides the infra-

structure, architecture, and operational capa-
bility to structure and provide access to mis-
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sion-critical data for those employees, mansupport and regulation and certification services
agers, and executives who need the data fare depicted in constant FY98 dollars in Figure

work or decision processes. 31-1. Itis assumed that leases and projects requir-
o ing annual funding will continue indefinitely.
Acquisition Management Contracts that provide services or technical exper-

This function develops and maintains acquisitiotise will be funded as required, and these costs
policy and guidance and implements acquisitiowill increase as the level of modernization, de-
reform. It provides contracting and procuremerfined in the NAS architecture, requires additional
support for agency acquisitions. R,E&D, acquisition, system engineering, imple-

- . mentation, and regional support. Technology re-
Administrative Faciliies Management fresh costs are included for information technol-
This function performs activities such as buildingggy systems, and OPS costs are included for
space management, administrative telecommunie|ded information technology systems.
cations management, property management, utili-
ties management, and other administrative magq g Summary
agement functions.

The FAA is striving to maintain its capability to

31.4 Costs provide the best ATC services to its customers.
FAA estimates for R,E&D; operations (OPS); and/ission support services enable the agency to
facilities and equipment (F&E) costs for missionmeet strategic and performance goals.

L T ]
1998 Constant Dollars

ORE&D
BrgE
BopPs

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Figure 31-1. Estimated Mission Support Costs
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